
Part	
  4	
  
	
  

	
  Network Architecture 



Types	
  of	
  architecture	
  

•  Ar3ficial	
  
•  Biologically	
  inspired	
  (data-­‐driven)	
  



Ar3ficial	
  architectures	
  

•  Random	
  graph	
  
•  Small-­‐world	
  
•  Scale-­‐free	
  
•  …	
  

Solé	
  &	
  Valverde,	
  2004	
  



Biologically	
  inspired	
  
•  Incorporate	
  elements	
  and	
  quan3ta3ve	
  informa3on	
  
of	
  real	
  network	
  architectures	
  

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. 
If the red x still appears, you may have to delete the image and then insert it again.

Mazza	
  et	
  al.,	
  2004	
  

Olfactory	
  Epithelium	
   Olfactory	
  Bulb	
   Olfactory	
  cortex	
  

Simões-­‐de-­‐Souza	
  &	
  Roque,	
  2004	
  

Sirosh	
  &	
  Miikkulainen,	
  1994	
  2004	
  



Spa3al	
  scale:	
  macro	
  or	
  microscopic	
  
Global:	
  connec3vity	
  between	
  cor3cal	
  areas	
  	
  

Short-scale cortical connectivity: layers
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• A estrutura organizacional das camadas (padrões de laminação e de conexões 

excitatórias e inibitórias entre as células) parece ser basicamente a mesma em 

todas as áreas corticais.  

 

• A figura abaixo ilustra o padrão geral de conexões excitatórias entre camadas 

corticais. 

 

Local:	
  connec3vity	
  between	
  neurons	
  in	
  cor3cal	
  layers/
columns	
  	
  

FIG. 1. Schematic of the basic circuitry of
the dentate gyrus and the changes to the net-
work during sclerosis. A: relational representa-
tion of the healthy dentate gyrus illustrating the
network connections between the 8 major cell
types: GC, granule cell; BC, basket cell; MC,
mossy cell; AAC, axo-axonic cells; MOPP,
molecular layer interneurons with axons in per-
forant-path termination zone; HIPP, hilar inter-
neurons with axons in perforant-path termina-
tion zone; HICAP, hilar interneurons with ax-
ons in the commissural/associational pathway
termination zone; and IS, interneuron selective
cells. Schematic shows the characteristic loca-
tion of the various cell types within the 3 layers
of the dentate gyrus. Note, however, that this
diagram does not indicate the topography of
axonal connectivity (present in both the struc-
tural and functional dentate models) or the so-
matodendritic location of the synapses (incor-
porated in the functional network models). B1:
schematic of the excitatory connectivity of the
healthy dentate gyrus is illustrated (only cell
types in the hilus and granule cells are shown).
Note that the granule cell axons (the mossy
fibers) do not contact other granule cells in the
healthy network. B2: schematic of the dentate
gyrus at 50% sclerosis shows the loss (indicated
by the large ✕ symbols) of half the population
of all hilar cell types and the 50% sprouting of
mossy fibers that results in abnormal connec-
tions between granule cells (note that, unlike in
this simplified schematic, all granule cells
formed sprouted contacts in the structural and
functional models of sclerosis; thus progressive
increase in sprouting was implemented by in-
creasing the number of postsynaptic granule
cells contacted by single sprouted mossy fibers;
see METHODS). C: schematics of 3 basic network
topologies: regular, small-world, and random.
Nodes in a regular network are connected to
their nearest neighbors, resulting in a high de-
gree of local interconnectedness (high cluster-
ing coefficient C), but also requiring a large
number of steps to reach other nodes in the
network from a given starting point (high aver-
age path length L). Reconnection of even a few
of the local connections in a regular network to
distal nodes in a random manner results in the
emergence of a small-world network, with a
conserved high clustering coefficient (C) but a
low average path length (L). In a random net-
work, there is no spatial restriction on the con-
nectivity of the individual nodes, resulting in a
network with a low average path length L but
also a low clustering coefficient C.
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equivalent random graph has the same numbers of nodes and links
as the graph (representing a particular degree of sclerosis) to which
it is compared, although the nodes have no representation of
distinct cell types and possess uniform connection probabilities for
all nodes. For example, the equivalent random graph for the control
(0% sclerosis) structural model has about a million nodes and the
same number of links as in the control structural model, but the
nodes are uniform (i.e., there is no “granule cell node,” as in the
structural model) and the links are randomly and uniformly dis-
tributed between the nodes.

CONSTRUCTION OF THE FUNCTIONAL MODEL. The effects of struc-
tural changes on network excitability were determined using a real-
istic functional model of the dentate gyrus (note that “functional”
refers to the fact that neurons in this model network can fire spikes,
receive synaptic inputs, and the network can exhibit ensemble activ-
ities, e.g., traveling waves; in contrast, the structural model has nodes
that exhibit no activity). The functional model contained biophysically
realistic, multicompartmental single-cell models of excitatory and
inhibitory neurons connected by weighted synapses, as published
previously (Santhakumar et al. 2005). Unlike the structural model,
which contained eight cell types, the functional model had only
four cell types, as a result of the insufficient electrophysiological
data for simulating the other four cell types. The four cell types
that were in the functional model were the two excitatory cells
(i.e., the granule cells and the mossy cells) and two types of
interneurons (the somatically projecting fast spiking basket cells

and the dendritically projecting HIPP cells; note that these repre-
sent two major, numerically dominant, and functionally important
classes of dentate interneurons, corresponding to parvalbumin- and
somatostatin-positive interneurons; as indicated in Table 1, basket
cells and HIPP cells together outnumber the other four interneuronal
classes by about 2:1). Because the functional model had a smaller
proportion of interneurons than the biological dentate gyrus, control
simulations (involving the doubling of all inhibitory conductances in
the network) were carried out to verify that the observed changes in
network excitability during sclerosis did not arise from decreased
inhibition in the network, i.e., that the conclusions were robust (see
RESULTS and APPENDIX B3).

Although the functional model was large, because of computa-
tional limitations, it still contained fewer neurons (a total of about
50,000 multicompartmental model cells) than the biological den-
tate gyrus (about one million neurons) or the full-scale structural
model (about one million nodes). Because of this 1:20 reduction in
size, a number of measures had to be taken before examining the
role of structural changes on network activity. First, we had to
build a structural model of the functional model itself (i.e., a graph
with roughly 50,000 nodes) and verify that the characteristic
changes in network architecture observed in the full-scale struc-
tural model of the dentate gyrus occur in the 1:20 scale structural
model (graph) of the functional model as well. Second, certain
synaptic connection strengths had to be adjusted from the experi-
mentally observed values (see following text).

TABLE 1. Connectivity matrix for the neuronal network of the control dentate gyrus

Granule Cells Mossy Cells Basket Cells
Axo-axonic

Cells
MOPP
Cells HIPP Cells HICAP Cells IS Cells

Granule cells X 9.5 15 3 X 110 40 20
(1,000,000) X 7–12 10–20 1–5 X 100–120 30–50 10–30
ref. [1–5] ref. [6] ref. [7] ref. [6–9] ref. [6,7,9] ref. [6] ref. [4,10,11] ref. [4,7,10,11] ref. [7]

Mossy cells 32,500 350 7.5 7.5 5 600 200 X
(30,000) 30,000–35,000 200–500 5–10 5–10 5 600 200 X
ref. [11] ref. [4,11–13] ref. [12,13] ref. [13] ref. [13] ref. [14] ref. [12,13] ref. [12,13] ref. [15]

Basket cells 1,250 75 35 X X 0.5 X X
(10,000) 1,000–1,500 50–100 20–50 X X 0–1 X X
ref. [16,17] ref. [4,16–19] ref. [11,16,17,19] ref. [16,17,20,21] ref. [18] ref. [18] ref. [18] ref. [18] ref. [10,20]

Axo-axonic cells 3,000 150 X X X X X X
(2,000) 2,000–4,000 100–200 X X X X X X
ref. [4,22] ref. [4,18,22] ref. [4,5,11,14,23] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18,19]

MOPP cells 7,500 X 40 1.5 7.5 X 7.5 X
(4,000) 5,000–10,000 X 30–50 1–2 5–10 X 5–10 X
ref. [11,14] ref. [14] ref. [14,24] ref. [14,25] ref. [14,26] ref. [14,25] ref. [14,20,25] ref. [14,25] ref. [14,15]

HIPP cells 1,550 35 450 30 15 X 15 X
(12,000) 1,500–1,600 20–50 400–500 20–40 10–20 X 10–20 X
ref. [11] ref. [4,11,20] ref. [4,11,12,27,28] ref. [4,11,20] ref. [20,25] ref. [25] ref. [14,20,25] ref. [25] ref. [15,20]

HICAP cells 700 35 175 X 15 50 50 X
(3,000) 700 30–40 150–200 X 10–20 50 50 X
ref. [5,29,30] ref. [4,11,20] ref. [20] ref. [4,11,20] ref. [20] ref. [14,20] ref. [20] ref. [20]

IS cells X X 7.5 X X 7.5 7.5 450
(3,000) X X 5–10 X X 5–10 5–10 100–800
ref. [15,29,30] ref. [15] ref. [15] ref. [15,19] ref. [15] ref. [19] ref. [19] ref. [15]

Cell numbers and connectivity values were estimated from published data for granule cells, Mossy cells, basket cells, axo-axonic cells, molecular layer
interneurons with axons in perforant-path termination zone (MOPP), hilar interneurons with axons in perforant-path termination zone (HIPP), hilar interneurons
with axons in the commissural/associational pathway termination zone (HICAP), and interneuron-selective cells (IS). Connectivity is given as the number of
connections to a postsynaptic population (row 1) from a single presynaptic neuron (column 1). The average number of connections used in the graph theoretical
calculations is given in bold. Note, however, that the small-world structure was preserved even if only the extreme low or the extreme high estimates were used
for the calculation of L and C (for further details, see APPENDIX B1(3). References given correspond to: 1Gaarskjaer (1978); 2Boss et al. (1985); 3West (1990);
4Patton and McNaughton (1995); 5Freund and Buzsáki (1996); 6Buckmaster and Dudek (1999); 7Acsády et al. (1998); 8Geiger et al. (1997); 9Blasco-Ibanez et
al. (2000); 10Gulyás et al. (1992); 11Buckmaster and Jongen-Relo (1999); 12Buckmaster et al. (1996); 13Wenzel et al. (1997); 14Han et al. (1993); 15Gulyás et
al. (1996); 16Babb et al. (1988); 17Woodson et al. (1989); 18Halasy and Somogyi (1993); 19Acsády et al. (2000); 20Sik et al. (1997); 21Bartos et al. (2001); 22Li
et al. (1992); 23Ribak et al. (1985); 24Frotscher et al. (1991); 25Katona et al. (1999); 26Soriano et al. (1990); 27Claiborne et al. (1990); 28Buckmaster et al. (2002a);
29Nomura et al. (1997a); 30Nomura et al. (1997b).
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Connec3vity	
  between	
  neurons	
  in	
  non-­‐cor3cal	
  structures	
  (e.g.	
  hippocampus	
  dentate	
  gyrus)	
  	
  



Microscopic	
  architecture	
  (cortex)	
  
•  Subdivision	
  of	
  neocortex	
  into	
  6	
  layers	
  
•  Layers	
  differ	
  in	
  terms	
  of	
  densi3es	
  and	
  
types	
  of	
  cells	
  

Abeles,	
  1991	
  



Tuckwell	
  (2006)	
  



Microscopic	
  architecture	
  (cortex)	
  



Microscopic	
  architecture	
  (cortex)	
  
afferent	
  and	
  efferent	
  connec3ons	
  

•  Afferent	
  
–  External	
  (non-­‐local)	
  input	
  from	
  

•  Thalamus	
  (thalamo-­‐cor3cal	
  afferents)	
  
mainly	
  to	
  layer	
  IV	
  

•  Other	
  cor3cal	
  areas	
  (cor3co-­‐cor3cal	
  
afferents)	
  via	
  white	
  ma]er	
  mostly	
  to	
  
superficial	
  layers	
  

–  Input	
  from	
  cor3cal	
  neurons	
  in	
  the	
  
local	
  vicinity	
  

•  Efferent	
  
–  Cor3co-­‐cor3cal	
  efferents	
  from	
  layer	
  
II/III	
  pyramidal	
  cells	
  

–  Cor3co-­‐thalamic	
  efferents	
  from	
  layer	
  
VI	
  pyramidal	
  cells	
  

–  Axons	
  to	
  brain	
  stem	
  and	
  spinal	
  cord	
  
from	
  large	
  layer	
  V	
  pyramidal	
  cells	
  

Abeles,	
  1991	
  



Microscopic	
  architecture:	
  ver3cal	
  connec3vity	
  

E	
  à	
  E	
   E	
  à	
  I	
  

I	
  à	
  E	
   I	
  à	
  I	
  

Binzegger	
  et	
  al.,	
  2004	
  

Numbers	
  in	
  each	
  arrow	
  give	
  the	
  propor3on	
  of	
  all	
  synapses	
  in	
  the	
  primary	
  visual	
  cortex	
  of	
  
the	
  cat	
  that	
  are	
  formed	
  between	
  the	
  indicated	
  neuron	
  types.	
  The	
  total	
  number	
  of	
  synapses	
  
of	
  each	
  type	
  are	
  also	
  indicated	
  	
  

13.6	
  x	
  1010	
   2.1	
  x	
  1010	
  

2.4	
  x	
  1010	
   0.4	
  x	
  1010	
  



Microscopic	
  architecture	
  (cortex):	
  	
  
horizontal	
  connec3vity	
  

•  Local	
  synapses	
  established	
  by	
  local	
  axon	
  collaterals	
  arborizing	
  
within	
  ~0.5	
  mm	
  (all	
  neuron	
  types)	
  

•  Intrinsic	
  horizontal	
  long-­‐range	
  connec3ons	
  of	
  pyramidal	
  cells	
  
over	
  distances	
  up	
  to	
  several	
  millimiters	
  (within	
  gray	
  ma]er)	
  

•  Extrinsic	
  long-­‐range	
  connec3ons	
  of	
  pyramidal	
  cells	
  through	
  
white	
  ma]er	
  

Voges	
  et	
  al.,	
  2010	
  	
  



Microscopic	
  architecture	
  (cortex):	
  
local	
  connec3vity	
  	
  	
  

•  Probability	
  of	
  synap3c	
  connec3on	
  between	
  adjacent	
  
cor3cal	
  neurons	
  decays	
  to	
  zero	
  within	
  a	
  horizontal	
  
distance	
  of	
  ~0.5	
  mm	
  

Hellwig,	
  2000	
  
Boucsein	
  et	
  al.,	
  2011,	
  2000	
  



Microscopic	
  architecture	
  (cortex):	
  
long-­‐range	
  connec3vity	
  	
  	
  

•  Intrinsic	
  long-­‐range	
  connec3ons	
  form	
  ‘patchy’	
  
projec3on	
  pa]erns,	
  i.e.	
  pyramidal	
  cells	
  project	
  to	
  
distant	
  clusters	
  of	
  target	
  cells	
  

Lund	
  et	
  al.,	
  2003	
  

Voges	
  et	
  al.,	
  2007	
  



Macroscopic	
  architecture	
  

Felleman	
  &	
  Van	
  Essen,	
  1991	
  



Macroscopic	
  architecture	
  (cortex)	
  

Bressler	
  &	
  Menon,	
  2010	
  	
  	
  

§  Brain	
  areas	
  as	
  network	
  nodes	
  
§  Nodes	
  can	
  be	
  linked	
  via	
  diffusion	
  tensor	
  imaging	
  (DTI)	
  



DTI	
  data	
  

•  One	
  node	
  =	
  one	
  brain	
  
region	
  

•  No	
  intra-­‐regional	
  
connec3ons	
  

•  Binary	
  connec3on	
  
weights	
  

•  No	
  conduc3on	
  delays	
  
•  No	
  dis3nc3on	
  between	
  
absent	
  and	
  unknown	
  
connec3ons	
  

Honey	
  et	
  al.,	
  2007	
  



Macroscopic	
  architecture	
  (cortex)	
  
•  Hierarchical	
  and	
  modular	
  structure	
  
•  Rich	
  club	
  structure	
  

Van	
  den	
  Heuvel	
  &	
  Sporns,	
  2011	
  

Meunier	
  et	
  al.,	
  2010	
  



Part	
  5	
  
	
  

Pujng	
  it	
  all	
  together:	
  neuron	
  and	
  
synapse	
  models	
  in	
  a	
  network	
  

architecture	
  (a	
  few	
  selected	
  models)	
  
	
  



Random	
  nets:	
  Brunel	
  model	
  
•  LIF	
  neurons:	
  80%	
  excitatory,	
  20%	
  inhibitory	
  
•  Sparse	
  connec3vity	
  (#	
  connec3ons	
  k	
  <<	
  #	
  neurons	
  N)	
  

NE	
  =	
  10,000	
  
NI	
  =	
  2,500	
  
p=	
  0.1	
  
CE	
  =	
  connec3ons	
  
received	
  by	
  E	
  
cell	
  =	
  1,000	
  
CI	
  =	
  250	
  
	
  



Different	
  forms	
  of	
  ac3vity	
  in	
  a	
  
network	
  model	
  

(a)  Asynchronous	
  regular	
  ac1vity:	
  
individual	
  neurons	
  fire	
  regularly	
  
and	
  the	
  popula3on	
  rate	
  is	
  
roughly	
  constant;	
  

(b)  Synchronous	
  regular	
  ac1vity:	
  
Both	
  the	
  individual	
  neurons	
  and	
  
the	
  popula3on	
  rate	
  oscillate;	
  

(c)  Synchronous	
  irregular	
  ac1vity:	
  
individual	
  neurons	
  fire	
  
irregularly	
  and	
  the	
  popula3on	
  
rate	
  oscillates;	
  

(d)  Asynchronous	
  irregular	
  ac1vity:	
  
Individual	
  neurons	
  fire	
  
irregularly	
  and	
  the	
  popula3on	
  
rate	
  is	
  roughly	
  constant.	
  	
  

Vogels	
  et	
  al.	
  (2005)	
  



Balanced	
  state	
  
•  The	
  cortex	
  operates	
  at	
  a	
  
balanced	
  state	
  in	
  which	
  average	
  
excitatory	
  and	
  inhibitory	
  input	
  
currents	
  to	
  a	
  neuron	
  mutually	
  
cancel.	
  	
  

•  Neuronal	
  spikes	
  are	
  caused	
  by	
  
fluctua1ons	
  around	
  average	
  net	
  
input.	
  

•  This	
  explains	
  the	
  irregular	
  spiking	
  
(noise-­‐like)	
  of	
  neurons	
  in	
  the	
  
asynchronous	
  irregular	
  (AI)	
  state.	
  	
  



Random	
  nets:	
  model	
  of	
  Vogels	
  and	
  Abbo]	
  
N	
  =	
  10,000	
  LIF	
  neurons;	
  p	
  =	
  0.02;	
  excitatory/inhibitory	
  ra3o	
  =	
  4:1	
  



Plas3city	
  in	
  a	
  sensory	
  system	
  model:	
  
lesion	
  studies	
  



Model	
  with	
  microscopic	
  cor3cal	
  architecture	
  

Potjans & Diesmann (2014) 





Model	
  with	
  microscopic	
  architecture	
  
(detailed	
  compartmental	
  single-­‐neuron	
  models)	
  

	
  

•  Blue	
  Brain	
  project:	
  model	
  of	
  a	
  cor3cal	
  column	
  of	
  young	
  rat	
  with	
  
10,000	
  morphologically	
  reconstructed	
  neurons	
  interconnected	
  
by	
  3x107	
  synapses	
  

•  Runs	
  in	
  the	
  parallel	
  supercomputer	
  Blue	
  Gene:	
  8912	
  processors.	
  
The	
  3me	
  taken	
  to	
  simulate	
  the	
  model	
  is	
  about	
  2	
  orders	
  of	
  
magnitude	
  larger	
  than	
  the	
  simulated	
  biological	
  3me	
  

h]p://bluebrain.epfl.ch/	
  



Macro/Micro	
  model:	
  	
  DTI	
  data,	
  microscopic	
  
structure	
  and	
  spiking	
  neuron	
  models	
  	
  	
  

Izhikevich	
  &	
  Edelman,	
  2008	
  

Le:.	
  Propaga3ng	
  waves	
  in	
  the	
  model.	
  
Red	
  (black)	
  dots	
  are	
  spikes	
  of	
  
excitatory	
  (inhibitory)	
  neurons.	
  
Right.	
  Sensi3vity	
  to	
  the	
  addi3on	
  of	
  a	
  
single	
  spike.	
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In temporal lobe epilepsy, changes in synaptic and intrinsic properties
occur on a background of altered network architecture resulting from
cell loss and axonal sprouting. Although modeling studies using
idealized networks indicated the general importance of network to-
pology in epilepsy, it is unknown whether structural changes that
actually take place during epileptogenesis result in hyperexcitability.
To answer this question, we built a 1:1 scale structural model of the
rat dentate gyrus from published in vivo and in vitro cell type–specific
connectivity data. This virtual dentate gyrus in control condition
displayed globally and locally well connected (“small world”) archi-
tecture. The average number of synapses between any two neurons in
this network of over one million cells was less than three, similar to
that measured for the orders of magnitude smaller C. elegans nervous
system. To study how network architecture changes during epilepto-
genesis, long-distance projecting hilar cells were gradually removed
in the structural model, causing massive reductions in the number of
total connections. However, as long as even a few hilar cells survived,
global connectivity in the network was effectively maintained and, as
a result of the spatially restricted sprouting of granule cell axons, local
connectivity increased. Simulations of activity in a functional dentate
network model, consisting of over 50,000 multicompartmental single-
cell models of major glutamatergic and GABAergic cell types, re-
vealed that the survival of even a small fraction of hilar cells was
enough to sustain networkwide hyperexcitability. These data indicate
new roles for fractionally surviving long-distance projecting hilar
cells observed in specimens from epilepsy patients.

I N T R O D U C T I O N

The dentate gyrus, containing some of the most vulnerable
cells in the entire mammalian brain, offers a unique opportu-
nity to investigate the importance of structural alterations
during epileptogenesis. Many hilar cells are lost in both hu-
mans and animal models after repeated seizures, ischemia, and
head trauma (Buckmaster and Jongen-Relo 1999; Ratzliff et al.
2002; Sutula et al. 2003), accompanied by mossy fiber (granule
cell axon) sprouting. In temporal lobe epilepsy, loss of hilar
neurons and mossy fiber sprouting are hallmarks of seizure-
induced end-folium sclerosis (Margerison and Corsellis 1966;
Mathern et al. 1996), indicating the emergence of a fundamen-
tally transformed microcircuit. Because structural alterations in

experimental models of epilepsy occur concurrently with mul-
tiple modifications of synaptic and intrinsic properties, it is
difficult to unambiguously evaluate the functional conse-
quences of purely structural changes using experimental tech-
niques alone.

Computational modeling approaches may help to identify
the importance of network architectural alterations. Indeed,
prior modeling studies of idealized networks indicated the
importance of altered network architecture in epileptogenesis
(Buzsáki et al. 2004; Netoff et al. 2004; Percha et al. 2005).
However, to test the role of structural changes actually taking
place during epileptogenesis, the network models must be
strongly data driven, i.e., incorporate key structural and func-
tional properties of the biological network (Ascoli and Atkeson
2005; Bernard et al. 1997; Traub et al. 2005a,b). Such models
should also be based on as realistic cell numbers as possible, to
minimize uncertainties resulting from the scaling-up of exper-
imentally measured synaptic inputs to compensate for fewer
cells in reduced networks.

Within the last decade, large amounts of high-quality exper-
imental data have become available on the connectivity of the
rat dentate gyrus both in controls and after seizures. From such
data, we assembled a cell type–specific connectivity matrix for
the dentate gyrus that, combined with in vivo single cell axonal
projection data, allowed us to build a 1:1 scale structural model
of the dentate gyrus in the computer. We characterized the
architectural properties of this virtual dentate gyrus network
using graph theoretical tools, following recent topological
studies of biochemical and social networks, the electric grid,
the Internet (Albert et al. 1999; Barabási et al. 2000; Eubank et
al. 2004; Jeong et al. 2000; Watts and Strogatz 1998), the
Caenorhabditis elegans nervous system (Watts and Strogatz
1998), and model neuronal circuits (Lin and Chen 2005;
Masuda and Aihara 2004; Netoff et al. 2004; Roxin et al.
2004). To test the functional relevance of the alterations
observed in our structural model, we enlarged, by two orders of
magnitude, a recently published 500-cell network model of the
dentate gyrus, incorporating multicompartmental models for
granule cells, mossy cells, basket cells, and dendritically pro-
jecting interneurons reproducing a variety of experimentally
determined electrophysiological cell-specific properties (San-
thakumar et al. 2005).

Taken together, the results obtained from these data-driven
computational modeling approaches reveal the topological
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