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The first lecture:

I Definition and Motivation
I Example of MPI model - MPI in Herwig++
I Colour structure of an event
I Summary

Today’s lecture:

I Short reminder
I Tuning tools - Professor
I Overview of MPI models and comparison with some LHC data
I CDF Min Bias “factorization” mystery
I Outlook
I MCnet studentship and MCnet School



Underlying event in Herwig++ - key components

Matter distribution (µ2)
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Extension to soft MPI
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Colour structure (preco, pCD)

Main parameters:
I µ2 - inverse hadron radius squared (parametrization of overlap function)

I pmin
t - transition scale between soft and hard components ⇒ pmin

t = pmin
t,0

(√
s

E0

)b

I preco - colour reconnection

I pCD - colour structure of the Soft UE



Tuning

I MC models have parameters such as pT cutoff, energy evolution,
colour-reconnection... + many parameters of hadronization models

I Tuning (fixing) of soft QCD parameters required to constrain models in
order to

I understanding/exploring the physics of soft QCD
I data mimicking for best experimental unfolding

Lots of correlated parameters, 200k-10M events per run (kin. binning):
tuning is non-trivial. Brute-force grid-scans: tough in higher
dimensions of parameter space (limited data sets and model’s
parameters)

I No unique way of tuning: which data samples should be used? divide
and conquer (split parameters in subgroups which can be tune
separately) ...

I “manual” tunning - hard and inefficient - lots of time and man and CPU
power needed.

I new tools help to automatize this process -> however still you need to
think it is not “Fire-and-forget”
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Tuning procedure in Professor (1D, 1Bin)

1 Random sampling: N parameter points in n-dimensional space

2 Run generator and fill histograms

3 For each bin: use N points to fit interpolation (2nd or 3rd order
polynomial)

4 Construct overall (now trivial) χ2 ≈ ∑bins
(interpolation−data)2

error2

5 and Numerically minimize pyMinuit, SciPy

p

bbb b

best p

data bin

bin interpolation
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prof-I

Usage: prof-I --datadir .
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Semi hard underlying event
Taken from Peter Skands:
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Colour reconnections in Herwig++ [Gieseke, Röhr, AS, Eur.Phys.J. C72 (2012) 2225]

fa(mcut) ≡ Na(mcut)/
∑

b=h,i,n

Nb(mcut) =
Na(mcut)

Ncl
, (1)

i−typ
e cluster

h−type
cluster

n−type
cluster

100 101 102 103

mcut/GeV

0.0

0.2

0.4

0.6

0.8

1.0

f i

n-type

i-type

h-type

Since these n-clusters can lie at very different rapidities (the extreme case
being the two opposite beam remnants), the strings or clusters spanned
between them can have very large invariant masses (though normally low
pT), and give rise to large amounts of (soft) particle production.
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MPI models overview and comparison with data

Only EPOS, Herwig++, Pythia (see Leif’s talk for details) and Sherpa used at
the LHC.



EPOS

Quite
different model to Pythia/Herwig, for example no color reconnection but
collective hadronization instead.
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UE measurements - Energy Overview

Many LHC UE observables (not tuned since not available) and well
described ...
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Problems - very soft MinBias ATLAS

Need of the colour reconnection.

MB 7000 TeV, problem at low pT, high Nch
Epos seems to describe MB data but fails to describe UE data.
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Problems - Identified particles

More plots: mcplots.cern.ch (and mcplots-dev.cern.ch less stable but more
recent results)



Summary

Summary:

I Motivation and experimental evidence for MPI
I Underlying event model (MPI) is an integral part of MC event generators!
I Non perturbative regime -> need for models with several parameters, no unique

way -> few models on the market
I Parameters constrained using data - new LHC results lead to new developments

in MB/UE simulation. Good tunes available by now.
I Minimum bias/underlying event/diffraction under constant improvement

(DIPSY, new MPI model Shrimps in Sherpa, improvements in Pythia and
Herwig, Epos for LHC)!

I Good first round of LHC data well described...
I ... but still a lot space for improvements.
I Not-too-soft not-too-high-multiplicity physics under good control (if you use

modern models with modern tunes).
I “It doesn’t matter how beautiful your theory/model is, it doesn’t matter how

smart you are. If it doesn’t agree with experiment, it’s wrong“ Richard P.
Feynman

(ok sometimes experiment is wrong ;) )
I As LHC needs to study more rare phenomena and more subtle effects,

generators must keep up by increased precision.
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MCnet Short-term studentships



MCnet School



Thank you for the attention!
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