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Lecture #1 : errors 

•  Computer numbers are discrete, and have round-off errors 
 
•  The functions are calculated  at discrete mesh points 
 
•  The algorithms have their own  approximations  
       called truncation errors 
 

Challenge:  For each problem,  find the best algorithm 

that leads to good accuracy, is  fast, and  has low complexity 
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Lecture 1 



The slide on the error of solving the Bessel equation 

demonstrates the advantage of a spectral method  

over a finite difference method  (Numerov) 

The horizontal axis shows the number of mesh-points  “n” 

in the radial interval [0,50]. The vertical axis shows the error. 

 

 For the Numerov method three points are taken at one time, 

and the larger “n”, the smaller the distance “h” between points 

 

For the spectral method all  n points are taken at one time. 

The value of  “n” is also the number of expansion polynomials 

Please note that for the spectral method the error decreases very rapidly 

(exponentially) once a certain smallest number of polynomials used is  

exceeded. The error behavior  of the two methods is very different. 



Lecture #1 : errors, Homework 

Homework #1a : Taylor series truncation 

sin    3

3!
 5

5!
O7

Homework 1 b: Taylor series truncation 

fn


fn1fn


O f  sin

# 3:Homework 1 c: iteration 

xn  10

3
xn1  xn2;



Lecture 1,  Iteration example 

xn  10

3
xn1  xn2; with x₀=1, and x₁=1/3. 

expect 

xn  1/3n

find 



Lecture 1,  Iteration example 

xn  10

3
xn1  xn2; with x₀=1, and x₁=1/3. 

expect xn  1/3n

The plot on the previous slide shows that beyond n = 17 the value of 

x(n)  increases again, i.e., (1/3)^n  is no longer valid   

 

This demonstrates that an error has crept in. 

The nature of this error is a combination of round-off errors and  the 

fact that the iteration equation has two solutions (1/3)^n  and (3)^n 

as will be  discussed during the homework session 



Lecture  10 

The Phase-Amplitude Method 
for extending a wave function to  

large distances 

Amplitude 



Lecture 10, Phase-Amplitude representation of a wave fctn 



The amplitude function and phase function  are continuous 

functions of distance.  

 

The amplitude function obeys a non-linear differential eq.. 

In a future lecture we will show how  this equation can be 

solved efficiently with a spectral method. 


