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Small-sized simulations of  
•Boson-Sampling,  
•Anderson localisation, 
• quantum walks, etc.

On-chip integrated linear-optical networks

J. O’Brien et al.; I. Walmsley et al.; P. Walther et al.; F. Sciarrino et al.; A. White et al; etc.

Multi-mode squeezed Gaussian states 

A. Furusawa et al.; O. Pfister et al.; R. Schnabel et al.; N Treps et al; etc.

Gaussian cluster states.

Photonic multi-qubit entangled states 

W, Dicke, GHZ, cluster states, ect.

        J. W. Pan et al., G. C. Guo et al., P. Walther et al.; 
H. Weinfurther et al.; S. P Walborn and P. H. S. 
Ribeiro et al.; C. Monken and S. Padua et al.; etc.

Impressive experimental progress on many-body quantum technologies



On chip super-conducting qubit circuits

       J. M. Martinis; F. Nori; R. J Schoelkopf; 
A.  Houk;  H.  E.  Türeci;  A.  Blais;  A. 
Wallraf;  J.  Q. You; Y. Nakamura; M. 
Weides; R. W. Simmons; J. Koch; etc.

(Tens of qubits): 
•Quantum-error correction codes, 
•Digital universal quantum computation; 
•Quantum anhealing problems, etc.

Micro-fabricated trapped-ion architectures

      D. Wineland; R. Blatt; C. Monroe; D. D. Leibfried; C. F. 
Roos; H. Häffner; F. Schmidtkaler; T. Schätz; K. Kim; etc.

(Tens of ions): 
•Multi-qubit entangled states,  
•Digital universal quantum computation, 
•Quantum-error correction codes, 
•Analogue spin-chain quantum simulations, 
•Bosonic quantum information processing, etc.

(From hundreds to thousands of atoms): 
•Bose-Einstein condensates; 
•Bose- and Fermi-Hubbard models; 
•Many-body thermalisation; 
•Quantum phase transitions; etc.

Cold atoms in optical lattices

        I. Bloch.; J. Dalibard; W. Zwerger; T. Hänsch; T. Eisslinger; M. Greiner; 
W. D. Phillips, R. G. Hulet; J. V. Porto; etc.

and many others!!!

Impressive experimental progress on many-body quantum technologies



… but how do we trust the quantum devices we build?



Suspected relation between BQP and other 
classes of decision problems

• P solvable by a classical computer in 
polynomial time. 

• NP: verifiable by a classical computer in 
polynomial time.

• BQP: solvable by a quantum computer in 
polynomial time.

• PSPACE: solvable by a classical computer 
using a polynomial amount of space.

Peter Shor’s 1994 algorithm 

FACTORING any n-bit integer using 
just over 2n qubits in Poly(n) time

• E.g.: solve an NP problem efficiently 
with a quantum computer.

With a universal quantum computer there would be some strategies for benchmarking…



But how to validate the performance of a non-universal quantum simulator?

• Quantum simulators can solve problems that, despite classically hard, do 
not even fall into the decision problem classification (sampling problems).

• In addition, we need to certify non-universal simulators before universal 
QCs appear.



• Certifying many-body quantum technologies is ultimately about testing quantum mechanics 
in unexplored (high computational-complexity) regimes.

Is Quantum Mechanics falsifiable? 
Quantum computation teaches us that quantum mechanics exhibits 

exponential complexity…  the standard scientific paradigm of 
"predict and verify" cannot be applied to testing quantum 

      D. Aharonov and U. Vazirani,”Is Quantum Mechanics falsifiable? A computational perspective on the foundations of 
Quantum Mechanics”, arXiv: 1206.3686 (2012).



• Further experimental progress on many-body quantum technologies requires practical 
benchmarking tools.



Outline of the two lectures:

• Lecture IV: Certification of non-universal quantum simulators. 

• Lecture V: Certification of universal quantum computers.



Outline of Lecture IV:

• The target of quantum certification: What to certify? Sampling problems (weak simulations). 

•Quantum state tomography 

•Direct fidelity estimation 

•Fidelity witnesses  

•Partial conclusions.



 A “simple” quantum simulation: estimate the expectation value               of a local observable     on an 
evolved state         at time t.%(t)
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Not even an ideal quantum simulator (or universal quantum computer!) can succeed in the estimation if 
higher than polynomial precision is required!!!

Sampling problems are the natural problems that quantum 
simulators (and also quantum computers!) solve!!!

What to certify?



Classical-output sampling problems Quantum-output sampling problems

%t

given C quantum outputs            , described by an 
unknown density matrix      , certify that       is close 
to      .

%p

{%i}i2[C]
%p

given C classical outputs            , drawn from an 
unknown distribution      , certify that       is close 
to      , with 

Pp

Pt Pt (a) := Tr
⇥
M̂a %t

⇤
8 a.

Pp

{ai}i2[C]

For an N-body target state     ,%t

Two reasons for inefficiency of such certifications: 

1. Computational Complexity: Required classical-computing 
resources scale exponentially with N.  

2. Sample Complexity: The required sample size C scales 
exponentially with N.

(Classical or quantum) state certification from a finite-sized 
sample

What to certify: sampling problems



Quantum-state certification from finite-size samples



Different certification paradigms

?
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%t

F � FT F < FT

? %p

%t

?
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%t

F

State tomography Direct fidelity estimation Membership-problem certification

Where  is      ?%p How far away  is      ?%p Is       far away or close?%p

(fidelity threshold)



Quantum-state tomography

 U. Leonhardt, Phys. Rev. Lett. 74, 4101 (1995); 

 A. G. White et al., Phys. Rev. Lett. 83, 3103 (1999); 

 C. F. Roos et al., Phys. Rev. Lett. 92, 220402 (2004); 

 H. Häffner et al., Nature 438, 646 (2005).  



• Permutationally invariant tomography: efficiently reconstructs the part of the experimental state that is 
symmetric with respect to all particle permutations (W states, Dicke states, GHZ states, etc).

         G. Toth, W. Wieczorek, D. Gross, R. Krischek, C. Schwemmer, and H. Weinfurter, Phys. Rev. Lett. 105, 250403 (2010); T. Moroder, P. Hyllus, G. 
Toth, C. Schwemmer, A. Niggebaum, S. Gaile, O. Gühne, and H. Weinfurter, New J. Phys. 14, 105001 (2012).

•Matrix-Product-State (MPS) tomography: efficiently reconstructs states well approximated by an MPS.
         M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett, O. Landon-Cardinal, D. Poulin, and Y.-K. Liu, Nat. Commun. 1, 149 

(2010); T. Baumgratz, D. Gross, M. Cramer, and M. B. Plenio, Phys. Rev. Lett. 111, 020401 (2013); B. Lanyon, C. Maier, M. Holzäpfel, T. 
Baumgratz, C. Hempel, P. Jurcevic, I. Dhand, A. Buyskikh, A. Daley, M. Cramer, M. Plenio, R. Blatt, and C. F. Roos, Nat. Phys. 13, 1158 (2017). 

• Compressed sensing: reconstructs states well approximated by low-rank density matrices with significantly 
less resources, but is still exponentially expensive. It requires the measurement of                         observables. 

         D. Gross, Y.-K. Liu, S. T. Flammia, S. Becker, and J. Eisert, Phys. Rev. Lett. 105, 150401 (2010); D. Gross, IEEE Trans. Info. Theory 57, 1548 
(2011); S. T. Flammia, D. Gross, Y.-K. Liu, and J. Eisert, New J. Phys. 14, 095022 (2012).

O(r D logD)

• Quantum state tomography: reconstructs the full experimental quantum state, but requires the 
measurement of              observables and is thus exponentially expensive.

      U. Leonhardt, Phys. Rev. Lett. 74, 4101 (1995); A. G. White, D. F. V. James, P. H. Eberhard, and P. G. Kwiat, Phys. Rev. Lett. 83, 3103 (1999); C. F. 
Roos, G. P. T. Lancaster, M. Riebe, H. Häffner, W. Hänsel, S. Gulde, C. Becher, J. Eschner, F. Schmidt-Kaler, and R. Blatt, Phys. Rev. Lett. 92, 
220402 (2004). 

O(D2)

A long history of quantum state characterisation

•Neural network state tomography: efficiently reconstructs states neural network quantum states using 
unsupervised learning.

         G. Torlai, G. Mazzola, J. Carrasquilla, M. Troyer, R. Melko, and G. Carleo, Nat. Phys. 14, 447 (2018); G. Torlai and R. Melko, Phys. Rev. Lett. 120, 
240503 (2018); J. Carrasquilla, G. Torlai, R. Melko, and L. Aolita, in preparation (2018).



Full quantum state tomography

Experimental state to reconstruct: % H = H1 ⌦H2 ⌦ . . .HN

Dim(H) = dN =: D

N-qudit Hilbert space: 
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 Experimental procedure: measure all              observables!!!!O(D2)



• Requires the measurement of              observables, with                       .       O(D2) D2 =
�
dN

�2

• Plus computationally expensive classical post-processing of the experimental data.  

Example. Reconstructed experimental W state 
of N=8 trapped-ion qubits: storage of and 
optimisation over                     measurement-
outcome probabilities.

68 = 1679616

H. Häffner et al., Nature 438, 646 (2005). 

Not a scalable option :-(

Full quantum state tomography: not a scalable option



In search for the cheapest certification paradigm…

Direct certification schemes 
 (i.e. without state reconstruction)



Untrusted quantum 
prover Merlin

Skeptic almost-classical 
certifier Arthur

%p%p%p

F (%t, %p)?

• No restriction on type of quantum noise, preparation totally unknown.

• Only assumption: i.i.d. preparations ) %⌦C
p .

• Similar mindset to interactive proofs but with a single quantum interaction.

%t and C

Non-interactive certification mindset



Figure of merit to “get convinced”: F := F (%t, %p)
(fidelity between target and 
experimental preparation)

• Pure targets:                   
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(probability of an incorrect 
output)

(projector onto the subspace 
orthogonal to the ideal output)

• The fidelity yields also an estimate of the state distance                               :D := D(%t, %p)

For D(%t, %p) :=
Tr [|%t � %p|]

2

and %t pure: 1� F  D 
p
1� F .

(1-norm distance in state space: trace distance )

Quantum state fidelity



Direct fidelity estimation

S. S. T. Flammia and Y.-K. Liu, Phys. Rev. Lett., 106, 230501 (2011); 

M. P. da Silva, O. Landon-Cardinal, and D. Poulin, Phys. Rev. Lett., 107, 210404 (2011).



F := F (%t, %p) := Tr
⇥
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How many observables are required?

(finite-sample estimate)

(sample size, number of observables)

Estimate F = E [Xp]Pt
with X⇤

p :=
1

l

lX

i=1

Xp(↵i), where ↵i ⇠ Pt.

Sampling from        can be 
highly non-trivial :-(

Pt

F is estimated with a constant (N-independent) 
number of observables!!!!   :-)

(constant failure probability)
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But, how about the total number of preparations required?

Since Xp(↵) :=
�%p(↵)

�%t(↵)
, �%p(↵) must be estimated up to error " = O(�%t(↵)) .

Exponential sample complexity  
:-(

Decreases in general exponentially in N

•Only “well-conditioned” target states (with step-like characteristic functions) can be efficiently 
handled: in practice only W, GHZ, and stabiliser states :-( 

•Particularly critical for CV systems, where there exist no well conditioned states.

Even for pure N-mode coherent states,                                             :-(�%t(↵) = O (Exp(�N))

Sample complexity of direct fidelity estimation



Fidelity witnesses

      M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett, O. Landon-Cardinal, D. Poulin, and Y.-K. Liu, 
Nat. Comms. 1, 149 (2010);

       L. Aolita, C. Gogolin, M. Kliesch, and J. Eisert, Nat. Comms. 6, 8498 (2015); 

       M. Gluza, M. Kliesch, J. Eisert, and L. Aolita, Phys. Rev. Lett. 120, 190501 (2018).



%t

F < FTF � FT

W

Reject
(false)

Reject
(correct)

Accept 
(correct)

2

ics) in a critical TF Ising chain with nearest-neighbor inter-
actions. The measurement scheme relies on a new variant of
importance sampling tailored to overlaps between covariance
matrices, which may be potentially interesting on its own. As
a result, the number of measurements required for the certifi-
cation only has a modest scaling with the lattice size, i.e., a
small sample complexity, for which we present upper bounds.
Moreover, the method is robust against finite experimental-
state infidelities, in the sense of there always existing a closed
ball of valid states that are correctly accepted by the certifica-
tion test. Finally, we provide also a totally general construc-
tion, not restricted to fermions or Gaussian states, of (possibly
non-efficient) fidelity witnesses for arbitrary pure target states,
which may also be useful in other scenarios.

Preliminaries. Consider a system of L spin-less fermionic
atoms, from now on referred to as fermionic modes, with cre-
ation and annihilation operators f†

j and fj , respectively, for
j = 1, 2, . . . , L, satisfying the canonical anti-commutation
relations {fj , f†

k} = �j,k1 and {fj , fk} = {f†
j , f

†
k} = 0, with

�j,k the Kronecker symbol and 1 the identity operator. Let us
next introduce the self-adjoint Majorana mode operators

m
2j�1

:

= fj + f†
j , m

2j := �i (fj � f†
j ), (1)

with anti-commutation relations {mj ,mk} = 2 �j,k1. We say
that the fermionic system is free, Gaussian, or linar-optical
[31–37], if it is governed by a quadratic Hamiltonian

H =

i

4

2LX

j,k=1

Aj,k mj mk, (2)

where A = �A> 2 R2L⇥2L is called the coupling matrix.
The term “free” or “non-interacting” stems from the fact

that H is unitarily equivalent to a Hamiltonian of L fermions
not featuring any couplings. In the bosonic realm, this is the
defining property of Gaussian systems [38, 39], which justifies
the term “Gaussian”. In turn, what is linear about “fermionic
linear-optics” is the time evolution of the mode operators in
the Heisenberg picture,

mj(t) := U†
(t)mj U(t) =

2LX

k=1

Qj,k(t)mk, (3)

where U(t) :

= e

�iHt, for t 2 R, is a fermionic Gaussian
unitary and Q(t) :

= e�tA 2 SO(2L) its representation in
mode space.

Finally, it is useful to introduce, for any state % (Gaussian
or not), the real anti-symmetric covariance matrix M(%) with
elements

Mj,k(%) :=
i

2

tr

�
[mj ,mk] %

�
. (4)

This matrix contains the expectation values of the single-mode
densities hnji :

= hf†
j fji as well as the two-mode currents

hf†
j fk + h.c.i and pairing terms hf†

j f
†
k + h.c.i.

%
t

F < F
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W
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Figure 1. Geometrical representation of a fidelity witness. A pure
target state %t lies at the boundary of state space. For any fixed fidelity
threshold FT, the valid experimental states are defined by F � FT
(green). The states with F < FT are invalid (red). A fidelity witness
W defines a hyper-plane (straight line), to the left of which only valid
states are found and to the right of which both valid as well as invalid
ones are found. The certification test consists of accepting all states
on the left and rejecting all those on the right. Hence, a significant
subset of valid states is sacrificed, as in weak-membership problems.
However, in return, the experimental estimation is considerably more
efficient than in schemes attempting to separate the valid from the
invalid states (strong-membership problems).

Fidelity witnesses. We consider throughout a (known) pure
target state %t and an arbitrary, unknown experimental prepa-
ration %p. Their closeness is measured by their fidelity

F :

= F (%t, %p) := tr

⇥
(

p
%t %

†
p

p
%t)

1/2
⇤
2

= tr

⇥
%t %p

⇤
, (5)

where the last equality holds because %t is pure. With this, the
pivotal notion of our work can be defined:

Definition 1 (Fidelity witnesses). An observable W is a fi-
delity witness for %t if, for FW(%p) := tr[W %p], it holds that

i) FW(%p) = 1 if, and only if, %p = %t, and
ii) FW(%p)  F for all states %p.

The term “witness” refers to the property that, for any fixed
threshold FT, finding FW(%p) � FT witnesses that F � FT;
but if FW(%p) < FT is found, then nothing can be said about
F (see Fig. 1). This is the least information about %p needed to
certify its fidelity with %t. The situation is reminiscent of en-
tanglement witnesses [58], which detect some entangled states
and discard all non-entangled ones. The difference is that fi-
delity witnesses explicitly realise the extremality-based intu-
ition of “corralling valid states against the boundary”. Specific
witnesses have been built for ground states of local Hamilto-
nians [46, 53] and Gaussian as well as non-Gaussian output
states of bosonic linear-optical circuits [51]. In Appendix A,
we present (possibly non-efficient) fidelity witnesses of arbi-
trary target states with no assumption other than they being
pure. A special case of such generic construction is the fol-
lowing (efficient) witnesses for the free-fermionic setting.

Any L-mode pure fermionic Gaussian target state %t can be
written as

%t := | t ih t | with | t i := U |! i , (6)

A significant subset of valid states is 
sacrificed, but the experimental estimation 

is considerably more efficient 

       M. Gluza, M. Kliesch, J. Eisert, and L. Aolita, Phys. Rev. Lett. 120, 190501 (2018).

Fidelity witnesses (certification as weak-membership problem)



FT < 1

if F < FT

if F = 1

T

(fidelity threshold) (maximal failure probability)

%p . . . %p| {z }
C times

� > 0

The desired test as a black box:

Then, the accept/reject criterion:

ACCEPT
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FT0 1
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REJECT
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The experimental estimation must be s. t. 

P
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�� > "
i
< �

(constant additive error)

Fidelity-witness-based certification tests



5

quantum technologies, with certified simulations of classi-
cally intractable models as ultimate goal. In this respect,
the direct-certification tools developed here may help bridge
the gap between the experimental certification of proof-of-
principle simulations and classically intractable ones.
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APPENDIX

In this appendix, we present the technicalities of the cal-
culations mentioned in the main text and additionally provide
some further details about our methods. The first three sec-
tions concern fidelity witnesses. The next two are on sample
complexities for evaluating the Gaussian fidelity witness with
an estimate. In the last section we provide details to robust-
ness properties of the fidelity witness and the corresponding
certification test.

A. Proof that Eq. (7) yields a fidelity witness and general

witness construction

Here we first provide an expression for a fidelity witness of
any arbitrary, totally generic pure target state, not restricted to
the Gaussian fermionic setting.

Proposition 3 (General witness construction). Let %t be any
pure target state, 0 < � = �

1

 . . .  �N , and P
1

,
P
2

, . . ., and PN positive-semidefinite operators such that
%t +

PN
l=1

Pl = 1 and tr(%t Pl) = 0 for all l = 1, . . . , N .
Then,

W :

= 1��

�1

NX

l=1

�l Pl (18)

is a fidelity witness for %t.

The fact that the observable W in Eq. (7) defines a fi-
delity witness for the free-fermionic target state in Eq. (6)
follows from Proposition 3 taking N = 2

L � 1, identi-
fying l with an L-bit string ⌫ 6= !, and taking �⌫ =PL

j=1

[(1� !j)⌫j + !j(1� ⌫j)] and P⌫ = U |⌫ i h⌫ |U†.

Proof of Proposition 3. We start with Property i in Def. 1. Let
%p be such that tr[W%p] = 1. Then �

�1

PN
k=1

�ltr[Pk%p] =

0. As all terms are non-negative, we have tr[Pk%p] = 0. From
this we write 1 = tr[%p1] = tr[%p%t] +

PN
k=1

tr[Pk%p] =

tr[%p%t], which means, since %t is pure, that %p = %t. The con-
verse direction starting from %p = %t follows from tr[%tPk] =

0.

We now prove Property ii in Def. 1. For any state vector
| i we have

NX

k=1

�lh |Pk| i � �

NX

k=1

h |Pk| i (19)

= �(1� h |%t| i) . (20)

This means that

h |%t| i � h |W| i (21)

which one may write %t ⌫ W = 1��

�1

PN
k=1

�lPl, where
⌫ denotes semidefinite dominance. This relation can be used
in order to lower bound the fidelity. If we write the preparation
state in its eigenbasis %p =

P
k pk|kihk| ⌫ 0, then we find the

following

tr[(%t �W)%p] =

X

k

pkhk|%t �W|ki � 0 . (22)

Thus we arrive at

F = tr[%t %p] � tr[W %p] . (23)

B. Proof of Eq. (8): Fidelity-witness in terms of covariance

matrices

Before the proof, let us first provide useful facts from
fermionic linear optics theory. The covariance matrix of any
Fock state vector |! i is given, introducing the short-hand no-
tation M! :

= M( |! ih! |) by

M! =

LM

k=1

(1� 2wk)

✓
0 �1

1 0

◆
. (24)

This is readily seen from the fact that i[m
2k�1

,m
2k]/2 =

(fk + f†
k)(fk � f†

k) = 2nk � 1 which gives M
2k�1,2k =

i h! |m
2k�1

m
2k |! i = 2wk � 1 = �M

2k,2k�1

and that
all other covariance matrix entries are zero. Put differently,
fermionic Fock states are of the most simple product form. In
order to introduce coherences in the system one can rotate the
state by a Gaussian unitary U with mode action Q which then
yields

M(U |! ih! |U†
) = Q M! Q>. (25)

Proof of Eq. (8). In order to evaluate the witness we notice
that the numbering operator of mode k is

nk =

1

2

+

i

4

[m
2k�1

,m
2k] (26)

and

1� nk =

1

2

� i

4

[m
2k�1

,m
2k]. (27)

Proof.

i) Tr
h NX

l=1

�l Pl %p
i
= 0 , %p = %t.

ii) Tr
h�
1���1

NX

l=1

�l Pl

�
%p

i
 1� Tr

h NX

l=1

Pl %p
i

= 1 �
⇣
1 � Tr

h
%t %p

i⌘

= F.

       M. Gluza, M. Kliesch, J. Eisert, and L. Aolita, Phys. Rev. Lett. 120, 190501 (2018).

Generic expression of fidelity witnesses



Ground-state witnesses

      M. Cramer et al., Nat. Commun. 1, 149 (2010); G. Toth et al., Phys. Rev. Lett. 105, 250403 (2010); D. Hangleiter, M. 
Kliesch, M. Schwarz, and J. Eisert, Quantum Sci. Technol. 2, 015004 (2017).



Defs. 

We call the ground state unique if

ˆH|�i = 0 ) |�i = |�0i, and degenerate otherwise.

i) 

ii) 

iii) 

iv) 

gapped if |�0i has spectral gap �E > 0 to the first excited state(s); and gapless,

or critical, otherwise;

k-local if, 8 i 2 [N ], ˆHi acts non-trivially on at most k sites;

frustration-free if, 8 i 2 [N ], ˆHi|�0i = 0;

A Hamiltonian Ĥ :=
NX

i=1

Ĥi, with a ground state |�0i s.t. Ĥ|�0i = 0, is:

Finally, we refer to Ĥ as the parent Hamiltonian of |�0i.

short-ranged if these k sites are contiguous;

• Every gapped, local, short-ranged Hamiltonian is approximated by a gapped, local, short-ranged, frustration-
free one.  
M. B. Hastings, Phys. Rev. B 73, 085115 (2006).

Local, gapped Hamiltonians



On the other hand, in its eigenbasis, Ĥ =
dN�1X

n=0

En|�nih�n|.

Then, for %t = |�0ih�0|, F = Tr [|�0ih�0| %p] � 1� 1

�E
Tr

h
ˆH %p

i
.

Now, Tr

h
ˆH %p

i
= Tr

"
NX

i=1

ˆHi %p

#
=

NX

i=1

Tr

h
ˆHi %p

i
=

NX

i=1

Tr

h
ˆHi %pi

i
.

(eigen-energies)
(eigen-states)

The Hamiltonian acts as a 
witness for its ground state!!!

Only the reductions of        are 
required!!!

%p

Local, gapped Hamiltonians as efficient ground-state witnesses



       M. Cramer, M. B. Plenio, S. T. Flammia, R. Somma, D. Gross, S. D. Bartlett, O. Landon-Cardinal, D. Poulin, and Y.-K. 
Liu, Nat. Commun. 1, 149 (2010).

The fidelity lower bound:

reduced state of        on the sites  
where         acts non-trivially

%p

Ĥi

• Must know spectral gap (not trivial in general) :-( 

• In practice limited to MPSs (no long-range entanglement, only short-time evolutions)  :-(  

Downsides:

• Requires only the expectation values of the local interaction terms       (linear overhead scaling!). 

• Only locality + gap required (no frustration-freeness).  

• Covers all MPSs (all local, gapped Hamiltonians satisfy an entanglement area law).

Ĥi

Upsides:

F � f := 1� 1

�E

NX

i=1

Tr
h
Ĥi %pi

i
F � FW



Fidelity witnesses for bosonic quantum simulations

L. Aolita, C. Gogolin, M. Kliesch, and J. Eisert, Nat. Comms. 6, 8498 (2015).



• Gaussian, squeezed, and non-Gaussian. 

• on-chip photonic quantum simulations (Boson-Sampling, quantum 

walks, Anderson-localisation, etc.).  

• photonic qubit encodings (polarization qubits, KLM scheme, etc.).
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Gaussian states Linear-optical network output states 
(of constant n!)

Number post-selected linear-optical 
network output states (of constant n!)

Covers most current photonic setups: 

Classes of target states covered



Small-sized simulations of  
•Boson-Sampling,  
•Anderson localisation, 
• quantum walks, etc.

On-chip integrated linear-optical networks

J. O’Brien et al.; I. Walmsley et al.; P. Walther et al.; F. Sciarrino et al.; A. White et al; etc.

Multi-mode squeezed Gaussian states 

A. Furusawa et al.; O. Pfister et al.; R. Schnabel et al.; N Treps et al; etc.

Gaussian cluster states.

Photonic multi-qubit entangled states 

W, Dicke, GHZ, cluster states, ect.

        J. W. Pan et al., G. C. Guo et al., P. Walther et al.; 
H. Weinfurther et al.; S. P Walborn and P. H. S. 
Ribeiro et al.; C. Monken and S. Padua et al.; etc.

Classes of experimental platforms covered



Gaussian states
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%̃p := Û †%pÛ

(Heisenberg representation 
with respect to        )Û †

) F = F (%t, %p) = Tr
⇥
Û |0ih0|Û† %p

⇤
= Tr

⇥
|0ih0| %̃p

⇤
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Figure 2. Classes of target states. (a) CG is the class composed of all m-mode pure Gaussian states. These can be prepared by applying
an arbitrary Gaussian unitary Û (possibly involving multi-mode squeezing) to the m-mode vacuum state |0i. (b) The class CLO includes all
m-mode pure non-Gaussian states produced at the output of an arbitrary linear-optical network, which implements a passive Gaussian unitary
Û (without squeezing), with the Fock-basis state |1ni containing one photon in each of the first n modes and zero in the remaining m�n ones
as input. As the order of the modes is arbitrary, choosing the first n modes as the populated ones does not constitute a restriction. (c) The third
class, CLPSLO encompasses all (m � a)-mode pure non-Gaussian states obtained by projecting a subset A of a < m modes of an m-mode
pure linear-optical network state %t 2 CLO onto a pure normalised product Fock-basis state |nAiA. In practice, this is done probabilistically
by measuring A in a local basis that contains |nAiA and post-selecting only the events in which |nAiA is measured. Thus, the a modes in
A are used as ancillas, whereas the effective system is given by the subset S containing the other m � a modes, which carries the final target
state. For concreteness, but without any loss of generality, in the plot, the ancillary modes are chosen to be the last a ones. These three classes
cover the target states considered in the vast majority of quantum photonic experiments.

ure probability. A test, which takes as input copies of a prepa-
ration %p and outputs “accept” or “reject”, is a certification
test for %t if, with probability at least 1 � ↵, it both rejects
every %p for which F (%t, %p) < FT and accepts if %p = %t.
We say that any %p accepted by such a test is a certified prepa-
ration of %t.

Classes of target states. To specify the target states we need
to introduce some notation. We denote m-mode Fock basis
states by |ni, with n := (n1, n2, . . . , n

m

) being the sequence
of photon numbers n

j

� 0 in each mode j 2 [m], where
the short-hand notation [m] := {1, 2, . . . , m} is introduced,
and call n

:=
P

m

j=1 n

j

the total input photon number. In
particular, we will pay special attention to Fock basis states
|1

n

i with exactly one photon in each of the first n modes and
the vacuum in the remaining m�n ones, i.e., those for which
n = 1

n

, with

1
n

:= (1, . . . , 1| {z }
n times

, 0, . . . , 0| {z }
m�n times

). (2)

Note that |10i is the Gaussian vacuum state |0i. We denote
the photon number operator corresponding to mode j by n̂

j

and the total photon number operator by n̂

:=
P

m

j=1 n̂

j

.
In addition, for post-selected target states, we denote by

A := {A
j

}
j2[a], where each element A

j

2 [m] labels
a different mode, the subset of a

:= |A| < m modes
on which the post-selection measurements are made. We
then identify the remaining m � a modes as the system
subset S , which carries the post-selected target state %S t.
The subindex S emphasises that %S t represents an (m �
a)-mode post-selected target state and distinguishes it from
m mode target states without post-selection, which we de-

note simply as %t. We denote by |nAiA, with nA :=
(nA1 , nA2 , . . . , nAa), an a-mode pure normalised Fock-basis
state of nA :=

P
a

j=1 nAj total photons on the modes
A. We use the short-hand notations hnA|A %t |nAiA :=
TrA [%t(1S ⌦ |nAiA hnA|A)], where TrA indicates partial
trace over the Fock space of A, 1S denotes the identity on S ,
and P(nA|%t) := Tr [hnA|A %t |nAiA] is the post-selection
success probability, i.e., the probability of measuring |nAiA
in a projective measurement on A. Without loss of generality,
we consider throughout only the non-trivial case P(nA|%t) 6=
0.

With the notation introduced, we derive our results for: ar-
bitrary m-mode pure Gaussian states, given by the class

CG := {%t = Û |0ih0| Û

† : Û Gaussian unitary}, (3)

m-mode pure linear-optical network states from the class

CLO := {%t = Û |1
n

ih1
n

| Û

† : Û passive unitary}, (4)

and (m � a)-mode pure locally post-selected linear-optical
network states from the class

CLPSLO :=

⇢
%S t :=

hnA|A %t |nAiA
P(nA|%t)

: %t 2 CLO

�
. (5)

The three classes of target states are schematically repre-
sented in Fig. 2. The class CG is crucial within the realm
of “continuous-variable” quantum optics and quantum in-
formation processing. It encompasses, for instance, “twin-
beam" (two-mode squeezed vacuum) states under passive net-
works, which are used to simulate, upon coincidence de-
tection, multi-qubit states6. The class CLO includes all the

(photon-number operator 
of mode j)

Now, |0ih0| � 1� n̂ and %̃p � 0 imply

F � Tr
⇥
(1� n̂)%̃p

⇤

= Tr
h
Û(1 � n̂)Û †%p

i
Ŵ

(total photon-number operator)

n̂ :=
mX

j=1

n̂j

Our Gaussian fidelity witness 

Fidelity witness for multi-mode Gaussian states



But how can we measure                           ?Ŵ = Û(1 � n̂)Û†



Fidelity witness: Ŵ = Û
⇣
1 � n̂

⌘
Û † = 1 � ˆ̃n (Heisenberg representation 

with respect to        )Û †

Identities:

n̂ =
mX

j=1

n̂j =
mX

j=1

(q̂2j + p̂2j � 1

2
) = r̂2 � m

2

n̂j = q̂2
j + p̂2

j � 1/2

Phase-space quadrature operators:

q̂j and p̂j0 , with [q̂j , p̂j0 ] = i �j,j0 .

Phase-space quadrature operator vector:
r̂ : r̂2j�1 := q̂j and r̂2j := p̂j

ˆ̃r := Û r̂ Û †

) Ŵ = 1� ˆ̃r2 +
m

2

(Heisenberg representation 
with respect to        )Û †

Idea of the measurement scheme: go phase space!



For a Gaussian transformation, 
phase-quadratures transform under 
an affine linear map: r̂ 7! Û†

r̂Û = Sr̂+ x

) ˆ̃
r := Û ˆ̃

rÛ † = S

�1(r̂� x)

Symplectic matrix S 2 Sp(2m,R)

Displacement vector x 2 R2m

Hence, we must measure the observable ˆ̃r2

• Affine linear maps computationally highly efficient to handle.  
• Only homodyne detection required (no number measurements!). 
• Bound highly optimisable for each circuit, polynomial scaling with the squeezing too! 

) ˆr̃2
is a quadratic function of the single-mode observables q̂j and p̂j !!!

(so that at most              observables must be measured only, 
equivalent to measuring the covariance matrix)

O(m2)



(statistical error)

(failure probability)

3

for a fermionic Gaussian unitary U , as defined below Eq.
(3), where ! :

= (w
1

, . . . , wL) is any L-bit string. The
ket |! i represents the Fock-basis state vector with !j (=
0 or 1) excitations in mode j, i.e., nj |! i = !j |! i, for
j = 1, . . . , L, and nj :

= f†
j fj . It is also convenient to in-

troduce n(!)

:

=

PL
j=1

[(1� !j)nj + !j(1� nj)], the total
fermion-number operator in the locally-flipped basis in which
! is the is the null string, i.e. n(!) |! i = 0. In other words,
| t i represents the so-called Fermi-sea state and the eigen-
states of n(!) its excitations. In Appendix A, we show that
the observable

W = U
⇣
1� n(!)

⌘
U† (7)

is a fidelity witness for %t. Expression (7) is the fermionic ana-
logue of the bosonic Gausssian-state witnesses of Ref. [51],
with a crucial difference: While for bosons only the Fock-
basis state vector |0 i is Gaussian, for fermions all 2L Fock-
basis vectors |⌫ i are Gaussian as they satisfy Wick’s theorem
[34]. In fact, for mixed states, all single-mode states are Gaus-
sian, in sharp contrast to the bosonic case.

Measurement scheme. Taking the expectation value of Eq.
(7) with state %p yields (see Appendix B)

FW(%p) = 1 +

1

4

tr

h�
M(%p)� M(%t)

�>
M(%t)

i
, (8)

where M(%p) and M(%t) are the covariance matrices of %t
and %p, respectively. This expression holds also for bosonic
Gaussian witnesses [51] and turns out very useful for the mea-
surement of FW(%p). We call ⌦ :

= {(j, k) : Mj,k(%t) 6=
0, for 1  j < k  2L} the set of non-zero entries of M(%t).
Then Eqs. (4) and (8) imply that if one measures on %p all
|⌦|  2L2

+ L observables i[mj ,mk]/2 with indices in ⌦,
then one can estimate FW(%p). However, this is not the most
efficient procedure (see Appendices C and D).

A more efficient approach is to exploit importance sam-
pling techniques, where a subset of the |⌦| observables is ran-
domly selected for measurement according to its importance
for W . These techniques have been applied in Hilbert space
to the estimation of state overlaps, where they yield efficient
schemes only for a specific type of target states [47, 48]. Here
we apply them in mode space to efficiently estimate overlaps
between fully general covariance matrices. The starting point
is to identify a random variable X and an importance distri-
bution P :

= {Pµ}µ, with X taking the value Xµ with prob-
ability Pµ, such that tr

⇥
M(%p)

> M(%t)
⇤

is expressed as the
mean value of X , i.e.,

E[X] =

X

µ

Pµ Xµ = tr

⇥
M(%p)

> M(%t)
⇤
. (9)

Then, if one can experimentally sample X from P , E[X]

can be approximated by the finite-sample average X ⇤
:

=PN
m=1

Xµ(m)

/N , where Xµ(m)

is the value of X at the m-
th experimental run and N is the total sample size (number
of runs). Next, we present a choice of X and P particularly
suited to estimate FW(%p).

To this end, let us first define m̂(�)
j,k as the projector onto

the eigenstate of the observable i[mj ,mk]/2 with eigenvalue
� = ±1, for (j, k) 2 ⌦. Then, identifying µ with the triple
(�, j, k) and using the short-hand notation

|M(%t)| :=
X

(j,k)2⌦

|Mj,k(%t)|  2L2, (10)

we choose

X�,j,k :

= 2 |M(%t)|� sgn
⇥
Mj,k(%t)

⇤
(11)

and

P�,j,k :

=

tr

h
m̂(�)

j,k %p

i
|Mj,k(%t)|

|M(%t)|
. (12)

This choice satisfies Eq. (9), as explicitly shown in Ap-
pendix C. In the experiment, in turn, for each run, one chooses
(j, k) according to Pj,k :

= |Mj,k(%t)|/|M(%t)| and mea-
sures i[mj ,mk]/2 on %p, which outputs � with probability
P�|j,k :

= tr[m̂(�)
j,k %p]. Substituting the obtained (j, k) and

� in Eq. (11), one samples X�,j,k with probability P�,j,k, as
desired.

This single-shot importance-sampling approach does not
necessarily yield a good estimate of each individual entry of
M(%p), as unlikely observables according to Pj,k are mea-
sured seldomly. The method is specially tailored to directly
obtain FW(%p). In fact, the resulting estimate X ⇤ yields an
excellent approximation of tr

⇥
M(%p)

> M(%t)
⇤

(in a formal
sense given by Theorem 2 below), with which the right-hand
side of Eq. (8) can be immediately evaluated. This gives our
final finite-sample estimate F ⇤

W(%p) of FW(%p).
Sample complexity. The scaling in L of the minimum (over

all estimation strategies) number N✏,�(W) of measurement
runs required to estimate FW(%p), up to statistical error at
most ✏ and with failure probability at most �, i.e., such that

P (|FW(%p)� F ⇤
W(%p)|  ✏) � 1� � , (13)

for all %p, is called the sample complexity [50, 51, 59] of es-
timating FW(%p). In Appendix C we compute the number of
runs required with the measurement scheme described above,
which sets the following upper bound on N✏,�(W).

Theorem 2 (Sample complexity of FW ). Let ✏ > 0, � 2
(0, 1), %t given by Eq. (6), and W by Eq. (7). Then

N✏,�(W) 
⇠
ln(2/�)|M(%t)|2

2 ✏2

⇡
. (14)

Eq. (10) implies that the right-hand side of Eq. (14) is never
larger than

⌃
2 ln(2/�)L4/✏2

⌥
. The scaling is thus polynomial

in L for all %t, which means that the scheme is efficient in
the lattice size. Furthermore, for the physically-relevant case
of %t being the unique ground state of a local gapped Hamil-
tonian the correlations tr

�
[mj ,mk] %t

�
decay exponentially

with |j � k| [60]. Then, |M(%t)| ⇠ L log(L), which leads
to N✏,�(W)  O

�
L2

log

2

(L)
�
. Finally, in Appendix D, we

Denote by                 the number of experimental runs needed to obtain         such that: F ⇤
WN✏,�(W)

Then,  theorem: N✏,�(W)  O

 
s

4

max

m4

"2 log(�)

!

Efficient in the number of modes and in the squeezing!

(maximal single-mode squeezing)

(number of modes)

        L. Aolita, C. Gogolin, M. Kliesch, and J. Eisert, Nat. Comms. 6, 8498 (2015).

Sample complexity of the estimation



Multi-mode non-Gaussian states
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And, since |1ni :=
nY

j=1

â†j |0i, F = F (|0ih0|, %̃p,n) .

%̃p,n :=
nY

j0=1

âj0 %̃p

nY

j=1

â†j

(positive semi-definite but not 
normalised)
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Figure 2. Classes of target states. (a) CG is the class composed of all m-mode pure Gaussian states. These can be prepared by applying
an arbitrary Gaussian unitary Û (possibly involving multi-mode squeezing) to the m-mode vacuum state |0i. (b) The class CLO includes all
m-mode pure non-Gaussian states produced at the output of an arbitrary linear-optical network, which implements a passive Gaussian unitary
Û (without squeezing), with the Fock-basis state |1ni containing one photon in each of the first n modes and zero in the remaining m�n ones
as input. As the order of the modes is arbitrary, choosing the first n modes as the populated ones does not constitute a restriction. (c) The third
class, CLPSLO encompasses all (m � a)-mode pure non-Gaussian states obtained by projecting a subset A of a < m modes of an m-mode
pure linear-optical network state %t 2 CLO onto a pure normalised product Fock-basis state |nAiA. In practice, this is done probabilistically
by measuring A in a local basis that contains |nAiA and post-selecting only the events in which |nAiA is measured. Thus, the a modes in
A are used as ancillas, whereas the effective system is given by the subset S containing the other m � a modes, which carries the final target
state. For concreteness, but without any loss of generality, in the plot, the ancillary modes are chosen to be the last a ones. These three classes
cover the target states considered in the vast majority of quantum photonic experiments.

ure probability. A test, which takes as input copies of a prepa-
ration %p and outputs “accept” or “reject”, is a certification
test for %t if, with probability at least 1 � ↵, it both rejects
every %p for which F (%t, %p) < FT and accepts if %p = %t.
We say that any %p accepted by such a test is a certified prepa-
ration of %t.

Classes of target states. To specify the target states we need
to introduce some notation. We denote m-mode Fock basis
states by |ni, with n := (n1, n2, . . . , n

m

) being the sequence
of photon numbers n

j

� 0 in each mode j 2 [m], where
the short-hand notation [m] := {1, 2, . . . , m} is introduced,
and call n

:=
P

m

j=1 n

j

the total input photon number. In
particular, we will pay special attention to Fock basis states
|1

n

i with exactly one photon in each of the first n modes and
the vacuum in the remaining m � n ones, i.e., those for which
n = 1

n

, with

1
n

:= (1, . . . , 1| {z }
n times

, 0, . . . , 0| {z }
m�n times

). (2)

Note that |10i is the Gaussian vacuum state |0i. We denote
the photon number operator corresponding to mode j by n̂

j

and the total photon number operator by n̂

:=
P

m

j=1 n̂

j

.
In addition, for post-selected target states, we denote by

A := {A
j

}
j2[a], where each element A

j

2 [m] labels
a different mode, the subset of a

:= |A| < m modes
on which the post-selection measurements are made. We
then identify the remaining m � a modes as the system
subset S , which carries the post-selected target state %S t.
The subindex S emphasises that %S t represents an (m �
a)-mode post-selected target state and distinguishes it from
m mode target states without post-selection, which we de-

note simply as %t. We denote by |nAiA, with nA :=
(nA1 , nA2 , . . . , nAa), an a-mode pure normalised Fock-basis
state of nA :=

P
a

j=1 nAj total photons on the modes
A. We use the short-hand notations hnA|A %t |nAiA :=
TrA [%t(1S ⌦ |nAiA hnA|A)], where TrA indicates partial
trace over the Fock space of A, 1S denotes the identity on S ,
and P(nA|%t) := Tr [hnA|A %t |nAiA] is the post-selection
success probability, i.e., the probability of measuring |nAiA
in a projective measurement on A. Without loss of generality,
we consider throughout only the non-trivial case P(nA|%t) 6=
0.

With the notation introduced, we derive our results for: ar-
bitrary m-mode pure Gaussian states, given by the class

CG := {%t = Û |0ih0| Û

† : Û Gaussian unitary}, (3)

m-mode pure linear-optical network states from the class

CLO := {%t = Û |1
n

ih1
n

| Û

† : Û passive unitary}, (4)

and (m � a)-mode pure locally post-selected linear-optical
network states from the class

CLPSLO :=

⇢
%S t :=

hnA|A %t |nAiA
P(nA|%t)

: %t 2 CLO

�
. (5)

The three classes of target states are schematically repre-
sented in Fig. 2. The class CG is crucial within the realm
of “continuous-variable” quantum optics and quantum in-
formation processing. It encompasses, for instance, “twin-
beam" (two-mode squeezed vacuum) states under passive net-
works, which are used to simulate, upon coincidence de-
tection, multi-qubit states6. The class CLO includes all the

%̃p := Û †%pÛ

(Heisenberg representation 
with respect to        )Û †

) F = F (%t, %p) = Tr
⇥
Û |1nih1n|Û† %p

⇤
= Tr

⇥
|1nih1n| %̃p

⇤

Now, |0ih0| � 1 � n̂ and %̃p,n � 0 imply

F � Tr
⇥
(1 � n̂)%̃p,n

⇤

= Tr
h
(n + 1 � n̂)

nY

j=1

n̂j %̃p

i

Fidelity witness for multi-mode non-Gaussian states



Hence, the fidelity lower bound:

• Also available for input Fock-basis states with more than one photon per mode. 

• Fidelity lower bound potentially interesting in its own right in other scenarios.

= Tr

2

4(n+ 1 � ˆ̃n)
nY

j=1

ˆ̃nj %p

3

5

ˆ̃nj := Û n̂j Û
†ˆ̃n := Û n̂ Û †

(Heisenberg representation 
with respect to        )Û †

Ŵ
Our non-Gaussian 

fidelity witness 

F � f (n) := Tr

2

4(n+ 1 � n̂)
nY

j=1

n̂j %̃p

3

5FW

%̃p := Û †%pÛ



But how can we measure                                               ?f̂ (n) =
⇣
n+ 1 � ˆ̃n

⌘ nY

j=1

ˆ̃njŴ



=
⇣

n + 1 +
m

2
� ˆ̃r2

⌘ nY

j=1

✓
ˆ̃q2
j + ˆ̃p2

j � 1

2

◆

(Heisenberg representation with respect to        )Û †

ˆ̃qj := Û q̂j Û
† ˆ̃pj := Û p̂j Û

†ˆ̃r := Û r̂ Û †

• Only homodyne or heterodyne detection required (no number measurements!).
Upsides:

• High-order correlations required. 
• Exponential scaling with the number of input photons         :-(

Downside:

… avoidable?

Fidelity witness: f̂ (n) := (n + 1 � ˆ̃n)
nY

j=1

ˆ̃njŴ

) f (n)
=

⇣
n+ 1 +

m

2

� ˆr̃2
⌘ nY

j=1

✓
ˆq̃2j +

ˆp̃2j � 1

2

◆
is a linear combination of

at most O
⇣
m2(n+1)

⌘
2(n+ 1)-body quadrature correlators!

Then, each

ˆr̃j is a linear combination of at most 2m r̂j ’sSince

Ŵ

Phase space again!



(statistical error)

(failure probability)

3

for a fermionic Gaussian unitary U , as defined below Eq.
(3), where ! :

= (w
1

, . . . , wL) is any L-bit string. The
ket |! i represents the Fock-basis state vector with !j (=
0 or 1) excitations in mode j, i.e., nj |! i = !j |! i, for
j = 1, . . . , L, and nj :

= f†
j fj . It is also convenient to in-

troduce n(!)

:

=

PL
j=1

[(1� !j)nj + !j(1� nj)], the total
fermion-number operator in the locally-flipped basis in which
! is the is the null string, i.e. n(!) |! i = 0. In other words,
| t i represents the so-called Fermi-sea state and the eigen-
states of n(!) its excitations. In Appendix A, we show that
the observable

W = U
⇣
1� n(!)

⌘
U† (7)

is a fidelity witness for %t. Expression (7) is the fermionic ana-
logue of the bosonic Gausssian-state witnesses of Ref. [51],
with a crucial difference: While for bosons only the Fock-
basis state vector |0 i is Gaussian, for fermions all 2L Fock-
basis vectors |⌫ i are Gaussian as they satisfy Wick’s theorem
[34]. In fact, for mixed states, all single-mode states are Gaus-
sian, in sharp contrast to the bosonic case.

Measurement scheme. Taking the expectation value of Eq.
(7) with state %p yields (see Appendix B)

FW(%p) = 1 +

1

4

tr

h�
M(%p)� M(%t)

�>
M(%t)

i
, (8)

where M(%p) and M(%t) are the covariance matrices of %t
and %p, respectively. This expression holds also for bosonic
Gaussian witnesses [51] and turns out very useful for the mea-
surement of FW(%p). We call ⌦ :

= {(j, k) : Mj,k(%t) 6=
0, for 1  j < k  2L} the set of non-zero entries of M(%t).
Then Eqs. (4) and (8) imply that if one measures on %p all
|⌦|  2L2

+ L observables i[mj ,mk]/2 with indices in ⌦,
then one can estimate FW(%p). However, this is not the most
efficient procedure (see Appendices C and D).

A more efficient approach is to exploit importance sam-
pling techniques, where a subset of the |⌦| observables is ran-
domly selected for measurement according to its importance
for W . These techniques have been applied in Hilbert space
to the estimation of state overlaps, where they yield efficient
schemes only for a specific type of target states [47, 48]. Here
we apply them in mode space to efficiently estimate overlaps
between fully general covariance matrices. The starting point
is to identify a random variable X and an importance distri-
bution P :

= {Pµ}µ, with X taking the value Xµ with prob-
ability Pµ, such that tr

⇥
M(%p)

> M(%t)
⇤

is expressed as the
mean value of X , i.e.,

E[X] =

X

µ

Pµ Xµ = tr

⇥
M(%p)

> M(%t)
⇤
. (9)

Then, if one can experimentally sample X from P , E[X]

can be approximated by the finite-sample average X ⇤
:

=PN
m=1

Xµ(m)

/N , where Xµ(m)

is the value of X at the m-
th experimental run and N is the total sample size (number
of runs). Next, we present a choice of X and P particularly
suited to estimate FW(%p).

To this end, let us first define m̂(�)
j,k as the projector onto

the eigenstate of the observable i[mj ,mk]/2 with eigenvalue
� = ±1, for (j, k) 2 ⌦. Then, identifying µ with the triple
(�, j, k) and using the short-hand notation

|M(%t)| :=
X

(j,k)2⌦

|Mj,k(%t)|  2L2, (10)

we choose

X�,j,k :

= 2 |M(%t)|� sgn
⇥
Mj,k(%t)

⇤
(11)

and

P�,j,k :

=

tr

h
m̂(�)

j,k %p

i
|Mj,k(%t)|

|M(%t)|
. (12)

This choice satisfies Eq. (9), as explicitly shown in Ap-
pendix C. In the experiment, in turn, for each run, one chooses
(j, k) according to Pj,k :

= |Mj,k(%t)|/|M(%t)| and mea-
sures i[mj ,mk]/2 on %p, which outputs � with probability
P�|j,k :

= tr[m̂(�)
j,k %p]. Substituting the obtained (j, k) and

� in Eq. (11), one samples X�,j,k with probability P�,j,k, as
desired.

This single-shot importance-sampling approach does not
necessarily yield a good estimate of each individual entry of
M(%p), as unlikely observables according to Pj,k are mea-
sured seldomly. The method is specially tailored to directly
obtain FW(%p). In fact, the resulting estimate X ⇤ yields an
excellent approximation of tr

⇥
M(%p)

> M(%t)
⇤

(in a formal
sense given by Theorem 2 below), with which the right-hand
side of Eq. (8) can be immediately evaluated. This gives our
final finite-sample estimate F ⇤

W(%p) of FW(%p).
Sample complexity. The scaling in L of the minimum (over

all estimation strategies) number N✏,�(W) of measurement
runs required to estimate FW(%p), up to statistical error at
most ✏ and with failure probability at most �, i.e., such that

P (|FW(%p)� F ⇤
W(%p)|  ✏) � 1� � , (13)

for all %p, is called the sample complexity [50, 51, 59] of es-
timating FW(%p). In Appendix C we compute the number of
runs required with the measurement scheme described above,
which sets the following upper bound on N✏,�(W).

Theorem 2 (Sample complexity of FW ). Let ✏ > 0, � 2
(0, 1), %t given by Eq. (6), and W by Eq. (7). Then

N✏,�(W) 
⇠
ln(2/�)|M(%t)|2

2 ✏2

⇡
. (14)

Eq. (10) implies that the right-hand side of Eq. (14) is never
larger than

⌃
2 ln(2/�)L4/✏2

⌥
. The scaling is thus polynomial

in L for all %t, which means that the scheme is efficient in
the lattice size. Furthermore, for the physically-relevant case
of %t being the unique ground state of a local gapped Hamil-
tonian the correlations tr

�
[mj ,mk] %t

�
decay exponentially

with |j � k| [60]. Then, |M(%t)| ⇠ L log(L), which leads
to N✏,�(W)  O

�
L2

log

2

(L)
�
. Finally, in Appendix D, we

Denote by                 the number of experimental runs needed to obtain         such that: F ⇤
WN✏,�(W)

Then,  theorem: N✏,�(W)  O

 
m4

(nm)

n

"2 log(�)

!

Efficient in the number of modes for every constant n

(number of modes)

(number of input 
photons)

 L. Aolita, C. Gogolin, M. Kliesch, and J. Eisert, Nat. Comms. 6, 8498 (2015).

Sample complexity of the estimation



Certification of Boson-Sampling
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Û

|0i
|0i
|0i

|0i

...
...

%t

(a) %t 2 CG

pa
ss

iv
e

Û
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(An m-mode n-input photon linear-optical 
network)
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If the local measurements are trusted, we can certify BS efficiently for every constant n 
 :-)

• Homodyning and heterodyning not compatible with photon number measurement      :-( 
Downside:

Pre-measurement state certification of BS devices



Conclusions of Lecture IV:

• Quantum state tomography 

• In search for the cheapest certification paradigms: direct certification (without tomographic 

reconstructions)  

• Direct (Monte-Carlo) fidelity estimation  

• Fidelity witnesses (sacrifice valid experimental preparations for the sake of efficiency).  

• Ground-state witnesses: require only local tomography of reductions and cover all MPSs, but are 

inefficient for states with long-range correlations (no long-time quenches!). 

• Bosonic fidelity witness 

• Boson-Sampling verification (for constant n!) 



Thank you for your attention!


