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Classification of cancer 

From MIT Course: Statstical 

Learning Theory and Applications 



Traditional Classification of Cancer 
 

Á More than 200 types of cancer are commonly defined 

 

Á Clinicopathological Information further subdivides each cancer type 

Ğ Demographic and Clinical history: gender, age, family history of cancer 

Ğ Stage: size of tumor, lymph node involvement, presence of metastasis 

Ğ Tumor specific: location, size, histology 

Á Pathologists take a thin slice of tumor (biopsy or surgery). Under the 

microscope they can assign the histological type and determine the 

grade and prognosis based on 

Ğ Appearance of the cells 

Ğ Size and shape of the nuclei 

Ğ Differentiation of the tumor (how much the cell resemble normal cells)  

Ğ Number of mitosis 

Ğ Invasiveness 



Histological Classification of Cancer 

Nature Reviews Clinical Oncology 

6, 718-730 (December 2009) 

Histological special types of 

breast cancer 

a | Mucinous carcinoma. b | Neuroendocrine carcinoma. c | Micropapillary carcinoma. d |Papillary carcinoma. 

e | Medullary carcinoma. f | Metaplastic carcinoma. g | Secretory carcinoma. h | Adenoid cystic carcinoma. i | 

Apocrine carcinoma. j | Lipid-rich carcinoma. k | Glycogen-rich carcinoma. l | Acinic cell carcinoma. 



Traditional Classification of Cancer 
 

Á These clinico-pathological parameters currently determine the 

therapy 

 

Á Some problems with this approach: 

Ğ It depends on the histological section used 

Ğ It depends on the pathologist:  

À In bladder cancer, a study showed that the concordance between pathologists 

in assigning grade/stage was of ~70% 

ÀThis is worse for gliomas 

Ğ Patients with the same clinicopathological parameters  

ÀSometimes follow different clinical course. 

ÀRespond differently to therapy 

 

Á These problems suggest that we need a further classification 



Molecular Classification of cancers 

 
Á The systematic profiling of various cancer types was amongst the 

first applications transcriptomics. The seminal paper in the field is  

Á Golub et al. for class discovery and prediction in AML and ALL 



Example of molecular classification of Breast Cancer 

 
Á We aim to discover homogeneous subtypes within a collection of 

tumors  (data from www.thelancet.com Vol 365, pag 671, 2005) 

 

 

 

 

 

 

 

 

 

Á Notice that the histology characterization coincides very closely with 

the molecular-based grouping. 

p = 12,065 genes  

(reduced to 400) 

n = 286 patients 



How was the grouping done? 

 
Á First they reduced the number of features to 400 by only using the 

ones that have the highest variance across the 286 patients.  

 

Á The genes and patients were reordered so that they show the same 

properties according to their expression in the two dimensions. This 

makes the visualization more intuitive. 

 

Á A dendrogram allows us to visualize the hierarchical tree like 

structure of the data. 

 

Á This way to visualize a large data matrix is called a heatmap and was 

popularized in comp bio by Michael Eisen.  



What does the grouping tell us? 

 
Á The classical subtypes based on biomarkers and mitosis (ER, HER2, 

and proliferation) are largely recovered (but not completely) if we cut 

the dendrogram at a depth corresponding to 4 clusters. 

 

Á This suggests that a  automatic and biologically relevant 

classification of cancers from omics is possible. 

 

Á Let us focus on the algorithms for grouping. The ones that we just 

showed are called clustering or unsupervised classification. 

 

Á There is a universe of clustering methods. Next will just see a few. 



Clustering 

From 

https://steema.com/wp/blog/2015/06/01/clustering-

visualization/ 



Clustering 

 
Á Let X be and n x p matrix, with p genes measured in n samples 

 

Á Distance: Clustering requires a notion of similarity or distance. If we 

want to group samples into a small number k << n, we need that the 

elements within a group (cluster) be more similar than elements of 

different groups. Popular distances are the lq distance 

 

 

 

Á l2 is clearly the Euclidian distance, and l1 is the Manhattan distance. 

Or the Pearson correlation similarity 

 

 

 

 



Clustering 

 
Á If the data needs to be normalized, a Pearson correlation is a good 

choice 

 

 

 

 

where  

 

 

Pearson is a similarity coefficient. It can be transformed into a distance 

by the operation 1-r. When the mutual relation between two samples is 

non-linear, other choices may be more appropriate, such as the 

Spearman correlation or the Mutual Information. 

|| X =



Hierarchical clustering 

 
Á Several algorithms exist. 

Ğ Agglomerative: bottom up clustering 

Ğ Divisive: when groups are divided in a top down strategy. 

 

Á Linkage function: how the distance between clusters of patients are 

computed. Given two groups of patients A and B, we have 

Ğ Average Linkage 

 

 

 

 

Ğ Centroid Linkage 



Hierarchical agglomerative clustering 
 
Á Algorithm for agglomerative clustering 

Start with all instances in their own cluster.  

Until there is only one cluster: 

      Among the current clusters, determine the two  

           clusters, ci and cj, that are most similar. 

      Replace ci and cj with a single cluster ci Ç cj  

 

d1 

d2 

d3 

d4 

d5 

d1,d2 d4,d5 

d3 

d3,d4,d5 

 all samples  

d1 d2 d4 d5 



Dendrograms 

ÅAt the end of the process 

clusters are obtained by cutting 

the dendrogram at a desired 

level 

Åeach connected component 

forms a cluster. 

 



Partitioning Algorithms 

Goal: Construct a partition of a dataset D of n patients into a set of k 

clusters 

Given a k, find a partition of k clusters that optimizes the chosen 

partitioning criterion 

Å Global optimal: exhaustively enumerate all partitions (impractical) 

 

Å Heuristic methods: k-means and k-medoids algorithms 

Å k-means (MacQueenô67): Each cluster is represented by the 

centroid of the cluster 

Å k-medoids or PAM (Partition around medoids) (Kaufman & 

Rousseeuwô87): Each cluster is represented by one of the 

objects in the cluster   

 

E(K) = S j=1

K S xÎ Cj
d2(x,mj )



K-means algorithm 

Given K, the K-means algorithm is implemented in 4 steps: 

Å 1. Randomly assign objects into k nonempty subsets 

Å 2. Compute seed points as the centroids of the clusters of 

the current partition.  The centroid is the center (mean point) 

of the cluster. 

Å 3. Assign each object to the cluster with the nearest seed 

point.   

Å 4. Go back to Step 2, stop when no more new assignment. 

 



K-means algorithm: simple example 
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Å Often terminates at a local optimum. Run many times and choose 

the one that gives the minimum of the cost function 

 

Å Need to specify K, the number of clusters, in advance. Chose the K 

at the ñelbowò of E(K) vs K. 

Å Trouble with noisy data and outliers 

Å Not suitable to discover clusters with non-convex shapes 

E(K) = S j=1

K S xÎ Cj
d2(x,mj )



Identifying Differential Expression 

From 

https://steema.com/wp/blog/2015/06/01/clustering-

visualization/ 



Differential Expression Analysis 

Å This area of Systems Biology aims to answer the following question: 

Å Given two conditions (Treated vs Untreated, Cancer vs Control, 

etc.), which are the genes that are expressed more in one condition 

than in the other? 

 

Å Is this difference statistically significant? 

 

Å Many classic statistical tests are available 



Uses of Differential Expression Queries 

 
ÁTo find genes that are  markers of health/disease 

status/progression 

 

ÁTo find genes that are  markers of certain phenotypes 

 

ÁTo find the pathways that are specific to a phenotype 

 

ÁTo find the genes that respond to a drug or other 
perturbations 

 

ÁTo find genes that change in time t vs. time t0 



Classifying leukemia (Golub et al 1999) 

genes upregulated in 

ALL compared to AML 

genes upregulated in 

AML compared to ALL 

class labels: 111111111111111111111111111 00000000000 



Identifying differential expressed genes 
Welch-t test 
 

Assume X1, é,Xm are gene expression values for a given gene in 

condition 2 and Y1, é,Yn correspond condition 2. 

 

We compute 

 

 

 

 

 

 

 

and define the  t statistics as 
 
 
 

s1
2 =                          

/m    s2
2 =                          /n    

     =              

/n    

    =              

/m    

  t =                               
(s1

2/m + s2
2/n)1/2 



Identifying differential expressed genes 
Welch-t test 
 
 
 
 

  t =                               
(s1

2/m + s2
2/n)1/2 

If there were no effect (i.e., the means are the same), there should be a 5% 

of genes that have |t| > 1.96. Instead, we have a proportion of 1045/3052 = 

34% >> 5%.  

Our FDR is 5/34=~15% 

0.025 0.025 

0.17 0.17 

Null Hypothesis 



Identifying differential expressed genes 

A statistical test needs to be performed to determine if the value 
obtained for a given gene has a signal to noise ration bigger than 
expected by chance. 



Gi 

Good when we 

donôt have 

replicas 


