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The life of a bacterial virus (phage)



Idea: 
Phage = Predators, Bacteria = Prey

Attributed to: 
Allan Campbell 1961 (Evolution):

“The simple predator. If a virulent
phage and a susceptible bacterium are 
mixed in an open growth system, such 
as a chemostat…”

Levin et al, 1977 “One Resource, One Prey, One Predator”
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Idea: 
Phage = Predators, Bacteria = Prey

Attributed to: 
Allan Campbell 1961 (Evolution):

“The simple predator. If a virulent
phage and a susceptible bacterium are 
mixed in an open growth system, such 
as a chemostat…”

“Predator” Fitness at the 
Individual Scale

Burst size: Start with 1 phage, and 
after infection and lysis, there are 
100s (or more) progeny.

“Predator” Fitness at the 
Population Scale

Per-capita growth rate: The 
growth rate of the total number 
of virus particles.

Levin et al, 1977 “One Resource, One Prey, One Predator”



But do viruses of microbes do more than 
kill or prepare to kill?
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Lysogeny – ‘Lessons from a Simple System’
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Figure 3
Cell-fate decision following infection. (a) A schematic description of our cell-fate assay. Multiple fluorescently labeled phages ( green)
simultaneously infect individual cells of Escherichia coli. The postinfection fate can be detected in each infected cell. Choice of the lytic
pathway is indicated by the intracellular production of new fluorescent phages, followed by cell lysis. Choice of the lysogenic pathway is
indicated by the production of red fluorescence from the PRE promoter, followed by resumed growth and cell division. The three stages
of the process correspond to the three images seen in panel b. (b) Frames from a time-lapse movie depicting infection events. At time t =
0 (left), two cells are each infected by a single phage ( green spots), and one cell is infected by three phages. At t = 80 min (middle), the two
cells infected by single phages have each gone into the lytic pathway, as indicated by the intracellular production of new phages ( green).
The cell infected by three phages has gone into the lysogenic pathway, as indicated by the production of red fluorescence from PRE (red).
At t = 2 h (right), the lytic pathway has resulted in cell lysis, whereas the lysogenic cell has divided. (c) Scaled probability of lysogeny
[f (m,l )]1/m as a function of viral concentration (m/l ). Data from different multiplicities of infection (MOIs) collapse into a single curve,
representing the probability of lysogeny for each individual infecting phage ( f1) in a cell of length l infected by a total of m phages. f1 can
be fitted to a Hill function, f1(m/l ) = (m/l )h/(Kh+(m/l )h), with h ≈ 2. (d ) The probability of lysogeny as a function of the relevant input
parameter, at the single-cell (input is MOI of the individual cell) and population-average (input is the average MOI over all cells) levels.
Circles represent experimental data. Solid lines represent theoretical prediction, fitted to a Hill function. The decision becomes more
“noisy” (lower Hill coefficient, h ≈ 1) when moving from the single-phage (panel c) to the single-cell level. Moving from the single cell
to the population average does not decrease the Hill coefficient further. Reprinted from Reference 91, with permission from Elsevier.

70 Golding

A
nn

u.
 R

ev
. B

io
ph

ys
. 2

01
1.

40
:6

3-
80

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 G
eo

rg
ia

 In
st

itu
te

 o
f T

ec
hn

ol
og

y 
on

 0
2/

13
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

Golding et al. Ann Rev. Biophys. 2011

induction

lysis/integration



Lysogeny – ‘Lessons from a Simple System’
BB40CH03-Golding ARI 30 March 2011 8:46

pPRE-
mCherry

Infected cell

Lytic

Lysogenic

YFP-labeled 
phage

Infection
a

80 min

Lytic cells 
producing 
new phages

Lysogenic cell
expressing 
red fluorescence

Cell lysis
and new
phages

120 min

Infecting
phages

2 μm
0 min

b

Cell lysis

Normal growth

10–1 100 101
0

20

40

60

80

100

Viral concentration

(P
er

ce
nt

 ly
so

ge
ny

)1/
M

O
I

0

20

40

60

80

100

Pe
rc

en
t l

ys
og

en
yMOI = 1

MOI = 2

MOI = 3

MOI = 4

MOI = 5

c
h ≈ 2

Single phage

10–1 100 101

d
h ≈ 1

Single cell

10–1 100 101 102

MOI <MOI>

h ≈ 1

Population

Figure 3
Cell-fate decision following infection. (a) A schematic description of our cell-fate assay. Multiple fluorescently labeled phages ( green)
simultaneously infect individual cells of Escherichia coli. The postinfection fate can be detected in each infected cell. Choice of the lytic
pathway is indicated by the intracellular production of new fluorescent phages, followed by cell lysis. Choice of the lysogenic pathway is
indicated by the production of red fluorescence from the PRE promoter, followed by resumed growth and cell division. The three stages
of the process correspond to the three images seen in panel b. (b) Frames from a time-lapse movie depicting infection events. At time t =
0 (left), two cells are each infected by a single phage ( green spots), and one cell is infected by three phages. At t = 80 min (middle), the two
cells infected by single phages have each gone into the lytic pathway, as indicated by the intracellular production of new phages ( green).
The cell infected by three phages has gone into the lysogenic pathway, as indicated by the production of red fluorescence from PRE (red).
At t = 2 h (right), the lytic pathway has resulted in cell lysis, whereas the lysogenic cell has divided. (c) Scaled probability of lysogeny
[f (m,l )]1/m as a function of viral concentration (m/l ). Data from different multiplicities of infection (MOIs) collapse into a single curve,
representing the probability of lysogeny for each individual infecting phage ( f1) in a cell of length l infected by a total of m phages. f1 can
be fitted to a Hill function, f1(m/l ) = (m/l )h/(Kh+(m/l )h), with h ≈ 2. (d ) The probability of lysogeny as a function of the relevant input
parameter, at the single-cell (input is MOI of the individual cell) and population-average (input is the average MOI over all cells) levels.
Circles represent experimental data. Solid lines represent theoretical prediction, fitted to a Hill function. The decision becomes more
“noisy” (lower Hill coefficient, h ≈ 1) when moving from the single-phage (panel c) to the single-cell level. Moving from the single cell
to the population average does not decrease the Hill coefficient further. Reprinted from Reference 91, with permission from Elsevier.
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pathway is indicated by the intracellular production of new fluorescent phages, followed by cell lysis. Choice of the lysogenic pathway is
indicated by the production of red fluorescence from the PRE promoter, followed by resumed growth and cell division. The three stages
of the process correspond to the three images seen in panel b. (b) Frames from a time-lapse movie depicting infection events. At time t =
0 (left), two cells are each infected by a single phage ( green spots), and one cell is infected by three phages. At t = 80 min (middle), the two
cells infected by single phages have each gone into the lytic pathway, as indicated by the intracellular production of new phages ( green).
The cell infected by three phages has gone into the lysogenic pathway, as indicated by the production of red fluorescence from PRE (red).
At t = 2 h (right), the lytic pathway has resulted in cell lysis, whereas the lysogenic cell has divided. (c) Scaled probability of lysogeny
[f (m,l )]1/m as a function of viral concentration (m/l ). Data from different multiplicities of infection (MOIs) collapse into a single curve,
representing the probability of lysogeny for each individual infecting phage ( f1) in a cell of length l infected by a total of m phages. f1 can
be fitted to a Hill function, f1(m/l ) = (m/l )h/(Kh+(m/l )h), with h ≈ 2. (d ) The probability of lysogeny as a function of the relevant input
parameter, at the single-cell (input is MOI of the individual cell) and population-average (input is the average MOI over all cells) levels.
Circles represent experimental data. Solid lines represent theoretical prediction, fitted to a Hill function. The decision becomes more
“noisy” (lower Hill coefficient, h ≈ 1) when moving from the single-phage (panel c) to the single-cell level. Moving from the single cell
to the population average does not decrease the Hill coefficient further. Reprinted from Reference 91, with permission from Elsevier.

70 Golding

A
nn

u.
 R

ev
. B

io
ph

ys
. 2

01
1.

40
:6

3-
80

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 G
eo

rg
ia

 In
st

itu
te

 o
f T

ec
hn

ol
og

y 
on

 0
2/

13
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

Lysogeny – ‘Lessons from a Simple System’

BB40CH03-Golding ARI 30 March 2011 8:46

Scaled UV dose

Fr
ac

tio
n 

in
du

ce
d

a b

Ti
m

e
(g

en
er

at
io

ns
)

Normalized promoter activity
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1

0

10

20

0

10

20

0

10

20

0

10

20

36°C 36.5°C 37°C 37.5°C
0

2

4

38°C

0 2 4 6 8 10 12 14 16 18 20

–1.0

–0.8

–0.6

–0.4

–0.2

Time (generations)

lo
g 

(f
ra

ct
io

n 
re

pr
es

se
d)

Experiment
Theory

10–1

10–4

10–3

10–2

10–1

100

100

0

Figure 5
Cell state switching. (a) The fraction of lysogens in a population that were induced, as a function of the amount of UV radiation.
Experimental data (markers) is from wild-type and different lambda mutants. The solid line is a fit to the theoretical expression using
reliability theory (22), yielding a power law with an exponent of 4. Reprinted with permission from Reference 22, Copyright (2009) by
the American Physical Society. (b) Single-cell measurements. The activity of PRM and PR was measured in individual cells using a
two-color fluorescence reporter. Temperature was used to tune the state of the lysis/lysogeny circuit, and the population statistics of
promoter activities was measured at different times after the temperature shift (top). When examining the fraction of switched cells as a
function of time (bottom), one observes a delay period, in which the population remains fully lysogenic, followed by a temperature-
dependent rate of switching to the Cro-dominated state.

the power of 4 appears to be a universal feature
of the switch.

A possible way to think about this result is
to consider the lysogeny maintenance circuit as
consisting of four redundant elements—the CI
dimers bound at four operator sites (OR1, OR2,
OL1, OL2)—and to assume that only the fail-
ure of all elements will lead to lysis. Using the
formalism of reliability theory, one can write
down the expected fraction of failure events as
a function of the UV dose and arrive at the ob-
served power law (Figure 5a). For more details
see Reference 22.

To go beyond this simple phenomenology
and elucidate the kinetics of cell state switch-
ing, the activity of PRM has to be followed in
individual cells during the induction process.
If the standard picture is correct, then as the
level of CI monotonically diminishes [a process
that takes ∼30–45 min in the case of UV induc-
tion (12)], PRM is expected to react by scanning
through a large range of its response curve in

an attempt to counter the decreasing CI lev-
els (Figure 4b). In most cases this attempt will
fail. Occasionally, however, CI production suc-
ceeds in overcoming elimination, leading to the
reestablishment of lysogeny (abortive induc-
tion; 74). In any case, forced induction thus of-
fers a possible window into the shape of the PRM

autoregulatory curve, which lies at the heart of
the lysogeny maintenance system.

To examine the process of forced induc-
tion at single-cell resolution, we recently char-
acterized the induction kinetics using a two-
color fluorescent reporter, which allows us to
examine simultaneously the activity of both
PRM (maintaining lysogeny) and PR (initiating
lysis) in individual cells (M.W. Bednarz, J.A.
Halliday, C. Herman, I. Golding, manuscript in
preparation). Promoter activities were followed
over time, under a range of induction strengths
(again using the temperature-sensitive allele
cI857) (Figure 5b). Our results indicate that
the fraction of induced cells over time exhibits

www.annualreviews.org • Decision Making in Living Cells 75
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Why Be Temperate? Ala Stewart and Levin, 1984

98 STEWART AND LEVIN 

are the growth rates of the sensitive and resistant cell populations, respec- 
tively. The parameters as and aR, are the selection coefftcients; if positive, 
these cell lines are less fit than lysogens and if negative, more fit. With this 
change in parameters, for the situation of lysogens, sensitive cells, and 
temperate phage, the model specified by Eqs. (1.1~(1.6) takes the form 

i = p(C - r) - ety(r)(L t (1 - a,)S), (3.1) 

i=yl(r)L tA&ST-(ptrtr)L, (3.2) 
j = (1 - a,) y(r)S - 6, ST t SL - pS, (3.3) 

f=i&L t&(1 -1)6,ST-S,LT-PT. (3.4) 

It is intuitively reasonable that if the lysogens can be maintained in the 
habitat and there is a positive rate of segregation, sensitive cells will be 
produced and will continue to be present. The frequency of sensitive cells 
would depend on the rate of segregation, their growth rate relative to the 
lysogens, and the phage infection parameters. With a finite rate of 
segregation it is not possible for the temperate phage to persist without 
sensitive cells also being present. However, if the sensitive cells have an 
adequate growth rate advantage and the phage are unable to be sustained in 
populations of just sensitive cells, then it is possible that the presence of 
sensitive bacteria will lead to the elimination of lysogens and free temperate 
phage. Therefore in this consideration of existence conditions, it is critical to 
know the conditions under which the temperate phage can invade a 
population of sensitive cells and their fate following invasion. If, in fact, they 
can invade, then as long as there is a positive probability of lysogeny, there 
will also be a population of lysogens present. 

While these qualitative considerations are straightforward, the formal 
quantitative analysis of invasion conditions and equilibria is a bit more cum- 
bersome. 

Consider the equilibrium values F, s^ when neither lysogen nor temperate 
phage are present. The growth rate of sensitive cells must match their rate of 
loss: 

w,(f) = (1 - as) WV) = P. (3.5) 

Thus from Eq. (3.1) ^ c QP S=(C-i)/e= C- (l-a,)P-p 
)i 

e. 

To see what will happen if a few lysogens and/or temperate phage invade 
this equilibrium system we may neglect terms of the second order in L and T 

THEORETICAL POPULATION BIOLOGY 26, 93-117 (1984) 

The Population Biology of Bacterial Viruses: 
Why Be Temperate 

FRANK M. STEWART AND BRUCE R. LEVIN 

Department of Mathematics, Brown Uniuersity, 
Providence, Rhode Island 02912, and 

Department of Zoology, University of Massachusetts, 
Amherst, Massachusetts 01003 

Received May 23, 1983 

A model of the interactions between populations of temperate and virulent 
bacteriophage with sensitive, lysogenic, and resistant bacteria is presented. In the 
analysis of the properties of this model, particular consideration is given to the 
conditions under which temperate bacteriophage can become established and will 
be maintained in bacterial populations. The effects of the presence of resistant 
bacteria and virulent phage on these “existence” conditions for temperate viruses 
are considered. It is demonstrated that under broad conditions temperate phage will 
be maintained in bacterial populations and will coexist with virulent phage. 
Extrapolating from this formal consideration of the population biology of temperate 
bacteriophage, a number of hypotheses for the conditions under which temperate, 
rather than virulent, modes of phage reproduction are to be anticipated and the 
nature of the selective pressures leading to the evolution and persistence of this 
“benign” type of bacterial virus are reviewed and critically evaluated. Two 
hypotheses for the “advantages of temperance” are championed: (1) As a conse- 
quence of the allelopathic effects of diffusing phage, in physically structured 
habitats, lysogenic colonies are able to sequester resources and, in that way, have 
an advantage when competing with sensitive nonlysogens. (2) Lysogeny is an adap- 
tation for phage to maintain their populations in “hard times,” when the host 
bacterial density oscillates below that necessary for phage to be maintained by lytic 
infection alone. 

Bacteriophage are classified as virulent or temperaie on functional rather 
than evolutionary grounds. For the typical virulent phage, reproduction 
necessarily results in the death of the infected bacterium. They adsorb to 
specific receptor sites on the bacterium and inject their genetic material 
(DNA or RNA), initiating the phage reproduction cycle. After a latent 
period, the cell lyses and infective phage particles are released. Temperate 
phage can also reproduce by this lytic process, but in their case there is a 
certain probability that the injected DNA will enter into a semistable state 
with the bacterium, rather than initiate the lytic process. Then known as a 
prophage, this temperate phage DNA will replicate in the course of cell 

93 
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FIG. 1. The fates of temperate and virulent phage under feast and famine conditions. 
Parameter values: P = 0.7, Q = 4.0, e = 5 X lo-‘, p = 0.2, C, = 2.0, C, = 7.0, c, = 0.97592, 
C, = -12.0, c, = 0.0294, a, = -0.02, I,= 10-3, <= lo-‘, 5 = 10-j, 6, = 1o-9 6, = 
8 X lo-lo, pv = 100, p, = 80. 0, resource concentration; 0, sensitive cells; +, lysogens; X, 
temperate phage; A, virulent phage. 

Fig. 1, in times when resources are more abundant, the densities of all of the 
populations increase. However, following famines, the densitity of the 
virulent phage population is lower than that at the end of the previous period 
of dearth, while that of the temperate phage is correspondingly higher. 

Thus, if the densities of natural populations of bacteria vary substantially 
in the course of time for reasons other than phage infection, and if there are 
extended periods where the densities are too low to support virulent phage, 
this situation would represent a open niche for a temperate mode of phage 
replication. 

APPENDIX 

The choice of the equations to be used to establish the uniqueness of the 
equilibrium is rather arbitrary. The original equations can be combined in 
any number of different ways to get new equations. Some of these will be 
more convenient to use or give sharper bounds than the original equations. 
Each equation is used to give bounds on a variable, but often it can be 
rearranged to give bounds on another variable. At times it may be helpful to 
introduce new variables, combinations of the original ones. 

Feast or Famine Hypothesis
Premise: temperate phage do better when few hosts 
are available and extracellular mortality rate are high.

Caveat: “In spite of the intuitive appeal of this low 
density hypothesis, we are unable to obtain solutions 
consistent with it using the model presented here.”



Sure lysogeny can happen in some cases, 
but in the environment, do viruses typically 

do more than kill or prepare to kill?
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Increasing evidence of latent infections in 
microbiomes

The ISME Journal (2018) 12:1127–1141
https://doi.org/10.1038/s41396-018-0061-9
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Abstract
Bacteriophages are central members and potential modulators of the gut microbiome; however, the ecological and
evolutionary relationships of gut bacteria and phages are poorly understood. Here we investigated the abundance and
diversity of lysogenic bacteria (lysogens) in the bacterial community of C57BL/6J mice by detecting integrated prophages in
genomes reconstructed from the metagenome of commensal bacteria. For the activities of lysogens and prophages, we
compared the prophage genomes with the metagenome of free phages. The majority of commensal bacteria in different taxa
were identified as lysogens. More lysogens were found among Firmicutes and Proteobacteria, than among Bacteroidetes
and Actinobacteria. The prophage genomes shared high sequence similarity with the metagenome of free phages, indicating
that most lysogens appeared to be active, and that prophages are spontaneously induced as active phages; dietary
interventions changed the composition of the induced prophages. By contrast, CRISPR-Cas systems were present in few
commensal bacteria, and were rarely active against gut phages. The structure of the bacteria-phage infection networks was
“nested-modular”, with modularity emerging across taxonomic scales, indicating that temperate phage features have
developed over a long phylogenetic timescale. We concluded that phage generalists contribute to the prevalence of lysogeny
in the gut ecosystem.

Introduction

The gut microbiota is recognized as a hidden modifier of
host physiology and metabolism [1]. Although the
microbiome-mediated host phenotypes are attributed to the
interplay between different types of microorganisms [2, 3],
most microbiome studies have focused on bacteria. Viruses
are central members of the gut microbiota; most of them are
bacterial viruses (bacteriophages or phages) [1]. The bac-
teriophage community fraction constitutes up to 17% of the
human fecal metagenome [4], and bacteriophages are as
numerous as commensal bacteria [5]. Metagenomic studies

revealed that temperate bacteriophages are dominant and
adaptive members of the human and murine gut viromes [6,
7], and alterations in their composition are associated with
microbiome-associated diseases [8–11], giving rise to
potential implications of gut bacteriophages in the host
health and disease. Thus, it is expected that the temperate
behavior of bacteriophages significantly affects the com-
position and function of the gut microbiome; to verify this,
we first need to assess the extent of lysogeny, and determine
how bacteria and phages interact in the gut ecosystem.

Bacteria–phage interactions are central to the bacterial
physiology and metabolism, promoting genetic diversity
and evolution of bacterial communities [12]. Bacter-
iophages destroy the host cells by lysis, transfer genes
between hosts, and modify host phenotypes through lyso-
genic conversion. Temperate phages have been much less
studied than lytic phages because of the different outcomes
of the infection modes [13]. E.g., the outcome of lytic
infections is virion progeny and lysed host cells, while the
lysogenic infections leads to no apparent cellular changes in
microbial communities. Lysogeny is estimated by counting
the virions and lysogenic cells after prophage induction by
mitomycin C treatment [14, 15]; however, this method is

* Jin-Woo Bae
baejw@khu.ac.kr

1 Department of Biology and Department of Life and
Nanopharmaceutical Sciences, Kyung Hee University, 26
Kyungheedae-ro, Dongdaemun-gu, Seoul 02447, Republic of
Korea

Electronic supplementary material The online version of this article
(https://doi.org/10.1038/s41396-018-0061-9) contains supplementary
material, which is available to authorized users.
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to prefiltration of larger, !1.6-!m particles before bacterioplankton collection. Taken
together, these marker gene data suggest a shift of increased lysogeny and overall
decreased viral particle abundance per host, from the euphotic to the mesopelagic
zone.

Viral life-history strategies are important to consider for both phage and host
ecology. For the host, a lytic cycle results in cell death and the release of cellular
material into the environment, while a lysogenic cycle does not immediately kill the
host but incurs a cost of carrying and reproducing foreign genetic material in the host
genome. For the phage, a lytic cycle means a rapid increase in short-term fitness when
a host is productive enough to support phage production, while lysogeny may repre-
sent an opportunity cost in reproduction but increased chances of survival. Character-
izing which environments favor a certain viral life-history strategy is important when
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ABSTRACT Bacteriophages are numerically the most abundant DNA-containing en-
tities in the oligotrophic ocean, yet how specific phage populations vary over time
and space remains to be fully explored. Here, we conducted a metagenomic time-
series survey of double-stranded DNA phages throughout the water column in the
North Pacific Subtropical Gyre, encompassing 1.5 years from depths of 25 to
1,000 m. Viral gene sequences were identified in assembled metagenomic samples,
yielding an estimated 172,385 different viral gene families. Viral marker gene distri-
butions suggested that lysogeny was more prevalent at mesopelagic depths than in
surface waters, consistent with prior prophage induction studies using mitomycin C.
A total of 129 ALOHA viral genomes and genome fragments from 20 to 108 kbp
were selected for further study, which represented the most abundant phages in the
water column. Phage genotypes displayed discrete population structures. Most
phages persisted throughout the time-series and displayed a strong depth structure
that mirrored the stratified depth distributions of co-occurring bacterial taxa in the
water column. Mesopelagic phages were distinct from surface water phages with re-
spect to diversity, gene content, putative life histories, and temporal persistence, re-
flecting depth-dependent differences in host genomic architectures and phage
reproductive strategies. The spatiotemporal distributions of the most abundant
open-ocean bacteriophages that we report here provide new insight into viral tem-
poral persistence, life history, and virus-host-environment interactions throughout
the open-ocean water column.

IMPORTANCE The North Pacific Subtropical Gyre represents one of the largest
biomes on the planet, where microbial communities are central mediators of ecosys-
tem dynamics and global biogeochemical cycles. Critical members of these commu-
nities are the viruses of marine bacteria, which can alter microbial metabolism and
significantly influence their survival and productivity. To better understand these vi-
ral assemblages, we conducted genomic analyses of planktonic viruses over a sea-
sonal cycle to ocean depths of 1,000 m. We identified 172,385 different viral gene
families and 129 unique virus genotypes in this open-ocean setting. The spatiotem-
poral distributions of the most abundant open-ocean viruses that we report here
provide new insights into viral temporal variability, life history, and virus-host-
environment interactions throughout the water column.
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Viruses are abundant biotic entities that play critical roles in aquatic environments.
Some of the most common among these viruses in the open ocean are double-

stranded DNA (dsDNA) bacteriophages (phages) that infect many abundant and bio-
geochemically important groups of bacterioplankton, such as Prochlorococcus, Syn-
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Lysogeny and Plankton Blooms:
An Inverse Relationship with Plankton Density

which there are complex electromechanical
mechanisms, and fish lateral-line hair cells.
Although no analogous structure to the
long, narrow thread hair in the crab is
known in vertebrate hair cells, which do 
not have piston mechanisms, the greater
numbers of hair cells in these organisms
may help to increase signal-to-noise ratios.
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Plankton blooms

Lysogeny in marine
Synechococcus

Viral infection of bacteria can be
lytic, causing destruction of the host
cell, or lysogenic, in which the viral

genome is instead stably maintained as a
prophage within its host1. Here we show
that lysogeny occurs in natural pop-
ulations of an autotrophic picoplankton
(Synechococcus) and that there is a seasonal
pattern to this interaction. Because lyso-
geny confers immunity to infection by
related viruses1, this process may account
for the resistance to viral infection 
seen in common forms of autotrophic
picoplankton2.

We undertook a seasonal study in
Tampa Bay, Florida, of prophage induction
in cyanobacteria over the year ending in
October 2000 to find out whether lysogeny
occurs in natural Synechococcus populations
and, if so, how it is affected by changing
environmental conditions. 

Cyanophage abundance was determined
by serial dilution on microtitre plates with
addition of the host organism Synecho-
coccus st. CCMP 1334 (WH7803, DC2);
data were processed by using a most-
probable-number (MPN) program3. SYBR
gold staining followed by epifluorescence
microscopy4 confirmed the presence of viral
particles in wells containing lysed cells. To
determine whether lysogens were present,
we assayed water samples for prophage
induction using mitomycin C as the in-
ducing agent. A viral-reduction technique5

was used in the preparation of samples to

increase the sensitivity of the assay.
A statistically significant amount of

prophage induction in natural populations
of Synechococcus was revealed on six 
occasions in response to exposure to 
mitomycin C (Fig. 1). Prophage induction,
measured as the percentage change over the
control cyanophage level, was inversely 
correlated with cyanobacterial abundance
and primary productivity (r!"0.502,
P!0.0123 and r!"0.4109, P!0.0461,
respectively; correlations were determined
by multiple-regression analysis of arcsine-
transformed percentage data and all other
measured parameters).

Induction occurred primarily during the
late winter months, during times of reduced
host abundance (Fig. 1). One induction
event was also observed in late August,
which preceded a secondary autumn bloom
in Synechococcus, indicating that prophage
induction in Synechococcus was not simply
an artefact resulting from lower cyanophage 
abundance during winter months. 

A seasonal pattern is consistent with the
occurrence of lysogeny at times of low host
availability, resource limitation or adverse
environmental conditions in order to
ensure viral survival1. The limited lysogeny
that occurred during the summer months
may also be explained by greater exposure
to ultraviolet light and/or higher tempera-
tures having already caused induction of
many of the prophage.

The MPN method of cyanophage 
detection has a precision that is comparable
to that of other methods of viral enumera-
tion6. However, it will only detect a subset
of the lysogenic Synechococcus population
(that is, phage infective for Synechococcus st.

CCMP 1334) and the total number of
inducible cyanophages must be higher. 
Our values are therefore a conservative 
estimate of the actual number of lysogenic
Synechococcus present. 

Viruses are abundant in the marine
environment7, infecting both heterotroph-
ic and autotrophic microbial populations8,
modulating microbial production and, in
some cases, terminating algal blooms9.
Cyanobacteria can be resistant to lytic
infection by co-occurring cyanophage8,
and Synechococcus strains may also be less
sensitive than larger species of phyto-
plankton to the photosynthetic inhibition
caused by the viral fraction of sea water10.
We propose that these observations may
be explained if homo-immunity is con-
ferred by lysogeny.
L. McDaniel, L. A. Houchin, 
S. J. Williamson, J. H. Paul
University of South Florida, College of Marine
Science, St Petersburg, Florida 33701, USA
e-mail: jpaul@seas.marine.usf.edu

1. Ackermann, H. W. & DuBow, M. S. Viruses of Prokaryotes
(CRC, Boca Raton, Florida, 1987).

2. Waterbury, J. B. & Valois, F. W. Appl. Envir. Microbiol. 59,
3393–3399 (1993).

3. Suttle, C. A. & Chan, A. M. Mar. Ecol. Prog. Ser. 92,
99–109 (1993).

4. Noble, R. T. & Fuhrman, J. A. Aquat. Microb. Ecol. 14,
113–118 (1998).

5. Weinbauer, M. G. & Suttle, C. A. Appl. Envir. Microbiol. 62,
4374–4380 (1996).

6. Cottrell, M. T. & Suttle, C. A. Limnol. Oceanogr. 40,
730–739 (1995).

7. Bergh, Ø., Børsheim, K. Y., Bratback, G. & Heldal, M. Nature
340, 467–468 (1989).

8. Wommack, K. E. & Colwell, R. R. Microbiol. Mol. Biol. Rev. 64,
69–114 (2000).

9. Bratbak, G., Egge, J. K. & Heldal, M. Mar. Ecol. Prog. Ser. 93,
39–48 (1993).

10.Suttle, C. A. Mar. Ecol. Prog. Ser. 87, 105–112 (1992).
Competing financial interests: declared none.

brief communications

496 NATURE | VOL 415 | 31 JANUARY 2002 | www.nature.com

*#
#

*

*

3/1
1/1

99
9

–50

50

150
250

350

450

550

In
du

ce
d 

cy
an

op
ha

ge
(%

 o
f n

on
-in

du
ce

d 
co

nt
ro

ls)

0
50

100

150

200

250

300

M
ic

ro
gr

am
s 

CO
2 f

ix
ed

 (m
g)

 l.
h

0

0.5

1.0

1.5

2.0

2.5

10
–5

 ×
 V

iru
se

s 
or

ce
lls

 m
l–1

35
33
31
29
27
25
23
21
19
17
15

Te
m

pe
ra

tu
re

 (°
C)

 

21
/10

/19
99

17
/11

/19
99

2/1
2/1

99
9

14
/12

/19
99

5/1
/20

00

18
/1/

20
00

9/2
/20

0

23
/2/

20
00

6/3
/20

00

20
/3/

20
00

3/4
/20

00

17
/4/

20
00

1/5
/20

00

16
/5/

20
00

14
/6/

20
00

26
/6/

20
00

5/7
/20

00

17
/7/

20
00

8/8
/20

00

21
/8/

20
00

11
/9/

20
00

25
/9/

20
00

9/1
0/2

00
0

23
/10

/20
00

Figure 1 Seasonal induction of prophage in natural Synechococcuspopulations. Top, variation in cyanophage induction (blue bars) com-
pared with primary productivity of Synechococcus (green line) for the year ending in October 2000. l.h, litre hour. Bottom, corresponding
values for Synechococcus abundance (red), cyanophage counts (brown) and temperature (blue) over the same period. Prophage-
induction results are expressed as a percentage change in treatment compared with control (asterisks and hash symbols indicate 
statistical significance at the 95% and 90% confidence interval, respectively; the significance of each induction event was determined by
comparison of treatment and control levels of cyanophage by paired t-test in three pseudoreplicates of each sample).

© 2002 Macmillan Magazines Ltd

Springtime’s moderate levels of bacterial abundance,
production and chlorophyll a concentration were
matched by moderate viral abundance, with few
lytic viral infections and a large fraction (5–16%) of
lysogens (that is, bacteria that contained inducible
prophages). In contrast, summertime had character-
istically higher levels of all measured parameters
except lysogeny, which was nearly undetectable.
Although the virus to bacterium ratio (VBR) varied
considerably during the study period, ranging from 6
to 34 (Supplementary Figure S1), there was no
significant relationship between VBR and lysogeny
or lytic infections (Table 1). Notably, sampling in
this study occurred after the sea ice had melted,
therefore the observed dynamics cannot be directly
attributed to the release of ice-associated viruses and
microorganisms into the water column following
seasonal ice melt (Paterson and Laybourn-Parry,
2012).

Comparative analyses of dsDNA viromes con-
structed from free viruses and induced viruses (that
is, temperate viruses chemically induced to switch
from lysogeny to lytic replication) at two sampling
dates in the spring and summer were conducted
using a new shared k-mer-based social network
analysis that takes into account the abundance of
shared and unique sequences among samples, and
does not require assembly or annotation of the
virome sequences (Hurwitz et al., 2014). Although
these viromes do not include single-stranded DNA or
RNA viruses, the o0.2 μm dsDNA viruses that they
do include are thought to be numerically dominant
in marine viral assemblages (reviewed by Brum and
Sullivan, 2015). The spring-free virome was mark-
edly different from both induced viromes, with the
majority (59%) of its sequences absent from the
induced viromes, suggesting they represented lytic
viruses (Figure 2). In contrast, the summer-free
virome was highly similar to both induced viromes
(sharing 82% of its sequences with the induced
viromes) and was therefore assumed to be predomi-
nantly comprising temperate viruses capable of
utilizing both lysogeny and lytic replication
(Figure 2). Given that summer-free viruses were ca
fourfold more abundant than spring-free viruses
(Figure 1), these results also suggest that temperate
viruses dominate the WAP viral assemblage, at least
for dsDNA viruses examined here.

Together, the ecological and metagenomic results
suggest that temperate viruses primarily used

Figure 1 Ecological variables measured in the surface ocean at
Palmer LTER Station B from November 2010 through January
2011. Bacteria refers to Bacteria plus Archaea. Lytic viral
infections are measured as the frequency of infected cells (FICs)
and lysogeny is measured as the percentage of bacteria with
inducible prophages. Error bars for FICs are upper and lower 95%
confidence intervals. Error bars for bacteria, viruses and lysogeny
are s.d. of the means of triplicate samples. 0, below detection;
*, statistically significant results for lysogeny; arrows indicate
when samples for virome construction were collected.

Temperate viruses in the Southern Ocean
JR Brum et al
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Lysogeny as adaption to 
poor host conditions.
“Occurrence of lysogeny (is) at 
times of low host availability, 
resource limitation or adverse 
environmental conditions.”

McDaniel et al. Nature, 2002

‘Seasonal 
Timebombs’: 
Lysogeny prevalent 
given low productivity 
and lysis elevated at 
high productivity

Brum et al. ISME J. 2015
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Recent models were used to contrast our counts with predicted 
viral–host relationships8,9. Weitz and Dushoff (2008)8, in which burst 
size is proportional to density-dependent microbial growth rate, pre-
dicts a negative relationship between viral and host density as viral 
predation causes declining host density with rising density-dependent 
host growth rate (Fig. 1b; details of steady state solution in Materials 
and Methods). The KtW-like model by Thingstad et al. (2014)9, that 
incorporates terms for nested resistance to viral infection amongst 
multiple host strains9,13, predicts an approximately downward concave 
relationship between viral and host abundances with the increasing 
dominance of slow growing, resistant hosts suppressing lytic dynam-
ics as host density rises (Fig. 1b). The Piggyback-the-Winner (PtW) 
model introduced here predicts a relationship between VLP and host 
densities similar to Thingstad et al. (2014)9, but lytic dynamics are sup-
pressed at high host density and density-dependent growth rate owing 
to the increased prevalence of lysogeny (modelled as lower specific 
viral production rates per infection) and super-infection exclusion 
rather than resistance.

Diversity and functional composition of microbial 
communities
Viral predation is thought to stimulate species-level host diversity 
through lineage-specific predation targeting dominant lineages, pro-
moting community evenness5,25. However, when microbial diversity 
in 66 microbiomes from across the Pacific was probed, a weak and 

significantly negative relationship between host density and taxonomic 
diversity was observed (Fig. 1c; microbial abundance log-transformed; 
m = −0.29, t = −2.60, d.f. = 64, P = 0.01; R2 = 0.09; linear regression). 
This also indicates that lytic dynamics are suppressed when both  
density-dependent (that is, total encounter rates) and frequency- 
dependent (that is, the relative density of a given host) would both 
favour lytic activity.

A recent model suggests that elevated host densities lead to an 
increase in host resistance to viral infection9. However, investigation 
of 66 Pacific microbiomes yielded weak relationships and no sup-
port for increased host resistance via CRISPRs or potential horizon-
tal transfer of resistance (per cent competence genes) in the mixed 
microbial community metagenomes (CRISPRs: Fig. 1d; m = −26.17, 
t = −1.44, d.f. = 64, P = 0.15; R2 = 0.03; per cent competence genes: 
Extended Data Fig. 1a; m = −0.25, t = −2.40, d.f. = 64, P = 0.02; 
R2 = 0.08; microbial abundance log-transformed and linear regres-
sions in both analyses). These data indicate that immunity to viral 
infection does not change with host density as predicted by Thingstad 
et al. (2014)9, and is not promoted by horizontal transfer of resist-
ance genes as predicted in King-of-the-Mountain dynamics9,26.  
Rather than host-mediated resistance to viral infection, the observed 
decrease in VMR with increasing microbial abundance may be 
driven by an alternative strain-level diversification mechanism, 
such as increasing resistance via lysogeny. Lysogeny, with its implicit 
super-infection immunity dynamic, would yield similar predictions 
to Thingstad et al. (2014)9, albeit through a different mechanism, and 
could complement the nested infection design of the Thingstad et al. 
(2014)9 model in future studies of resistance/growth trade-offs.

Viral and host abundances in other ecosystems
Data from 22 independent studies were compiled for a meta- analysis 
to determine the generality of the ‘more microbes, fewer viruses’ 
 observation. These studies spanned five orders of magnitude of  microbial 
and VLP densities (Fig. 2; summary statistics in Extended Data Table 1;  
references in References for Methods). Analysis of log-transformed 
microbial and VLP abundances yielded slopes of significantly <1 in eight 
of the eleven environments. VMR therefore declined with increasing 
microbial density in disparate coastal and estuarine, coral reef, deep 
ocean, open ocean, temperate lake,  animal-associated, sediment, and soil 
systems, consistent with our coral reef observations. This trend was also 
observed in the cystic fibrosis lung27. Together, these results show that 
‘more microbes, fewer viruses’ is a common  phenomenon. When viewed 
across the full range of host densities, peak VMR values were observed 
at ∼106 microbes ml–1 or g–1 of sample. VMR declines as host density 
decreases or increases from this value (Fig. 2, final panel).

The relationship between microbial and viral densities was further 
examined through an analysis of published values of the fraction of 
lysogenic cells determined by mitomycin C induction4,28–30. Although 
a sometimes-significant negative relationship exists at a within-study 
level, examination across the full range of host abundances studied 
revealed no significant slope (Extended Data Fig. 2). The model that 
low host density favours lysogeny is not well supported by induction 
data when viewed globally; there is reason to re-examine the drivers of 
lysogeny with lines of evidence independent of established methods.

Experimental manipulation of host growth rate
Our counts data contrast with predicted density-dependent lytic 
 predation. Further, the models examined in Fig. 1b predict differ-
ent relationships between microbial density, density-dependent host 
growth rate and viral lytic activity (measured as VMR). The actual 
relationship between these variables was probed with incubation exper-
iments using seawater sampled from a pristine coral reef (Palmyra; 
120-h time series) and a degraded embayment (Mission Bay; 72-h time 
series). Data were pooled within sites as high variability led to a lack of 
significant impact of dissolved organic carbon addition on host density 
(t = 0.82, d.f. = 32.18, P = 0.42; Welch two sample t-test with microbial 
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Figure 1 | Virus-like particle (VLP) relative abundance declines with 
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host sensitivity to infection, contrary to predictions of lytic models. 
a, Log-transformed VLP versus microbial densities have an m < 1 
relationship (n = 223 independent measures); the dashed reference line 
depicts a 10:1 relationship. b, Steady-state microbial and viral abundances 
and schematic microbial growth rate predicted by three modified  
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(2014; black9), and Weitz and Dushoff (2008; blue8). c, Shannon microbial 
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Wigington et al., Nat. Micro, 2016 (thanks to NIMBioS workshop)
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Recent models were used to contrast our counts with predicted 
viral–host relationships8,9. Weitz and Dushoff (2008)8, in which burst 
size is proportional to density-dependent microbial growth rate, pre-
dicts a negative relationship between viral and host density as viral 
predation causes declining host density with rising density-dependent 
host growth rate (Fig. 1b; details of steady state solution in Materials 
and Methods). The KtW-like model by Thingstad et al. (2014)9, that 
incorporates terms for nested resistance to viral infection amongst 
multiple host strains9,13, predicts an approximately downward concave 
relationship between viral and host abundances with the increasing 
dominance of slow growing, resistant hosts suppressing lytic dynam-
ics as host density rises (Fig. 1b). The Piggyback-the-Winner (PtW) 
model introduced here predicts a relationship between VLP and host 
densities similar to Thingstad et al. (2014)9, but lytic dynamics are sup-
pressed at high host density and density-dependent growth rate owing 
to the increased prevalence of lysogeny (modelled as lower specific 
viral production rates per infection) and super-infection exclusion 
rather than resistance.

Diversity and functional composition of microbial 
communities
Viral predation is thought to stimulate species-level host diversity 
through lineage-specific predation targeting dominant lineages, pro-
moting community evenness5,25. However, when microbial diversity 
in 66 microbiomes from across the Pacific was probed, a weak and 

significantly negative relationship between host density and taxonomic 
diversity was observed (Fig. 1c; microbial abundance log-transformed; 
m = −0.29, t = −2.60, d.f. = 64, P = 0.01; R2 = 0.09; linear regression). 
This also indicates that lytic dynamics are suppressed when both  
density-dependent (that is, total encounter rates) and frequency- 
dependent (that is, the relative density of a given host) would both 
favour lytic activity.

A recent model suggests that elevated host densities lead to an 
increase in host resistance to viral infection9. However, investigation 
of 66 Pacific microbiomes yielded weak relationships and no sup-
port for increased host resistance via CRISPRs or potential horizon-
tal transfer of resistance (per cent competence genes) in the mixed 
microbial community metagenomes (CRISPRs: Fig. 1d; m = −26.17, 
t = −1.44, d.f. = 64, P = 0.15; R2 = 0.03; per cent competence genes: 
Extended Data Fig. 1a; m = −0.25, t = −2.40, d.f. = 64, P = 0.02; 
R2 = 0.08; microbial abundance log-transformed and linear regres-
sions in both analyses). These data indicate that immunity to viral 
infection does not change with host density as predicted by Thingstad 
et al. (2014)9, and is not promoted by horizontal transfer of resist-
ance genes as predicted in King-of-the-Mountain dynamics9,26.  
Rather than host-mediated resistance to viral infection, the observed 
decrease in VMR with increasing microbial abundance may be 
driven by an alternative strain-level diversification mechanism, 
such as increasing resistance via lysogeny. Lysogeny, with its implicit 
super-infection immunity dynamic, would yield similar predictions 
to Thingstad et al. (2014)9, albeit through a different mechanism, and 
could complement the nested infection design of the Thingstad et al. 
(2014)9 model in future studies of resistance/growth trade-offs.

Viral and host abundances in other ecosystems
Data from 22 independent studies were compiled for a meta- analysis 
to determine the generality of the ‘more microbes, fewer viruses’ 
 observation. These studies spanned five orders of magnitude of  microbial 
and VLP densities (Fig. 2; summary statistics in Extended Data Table 1;  
references in References for Methods). Analysis of log-transformed 
microbial and VLP abundances yielded slopes of significantly <1 in eight 
of the eleven environments. VMR therefore declined with increasing 
microbial density in disparate coastal and estuarine, coral reef, deep 
ocean, open ocean, temperate lake,  animal-associated, sediment, and soil 
systems, consistent with our coral reef observations. This trend was also 
observed in the cystic fibrosis lung27. Together, these results show that 
‘more microbes, fewer viruses’ is a common  phenomenon. When viewed 
across the full range of host densities, peak VMR values were observed 
at ∼106 microbes ml–1 or g–1 of sample. VMR declines as host density 
decreases or increases from this value (Fig. 2, final panel).

The relationship between microbial and viral densities was further 
examined through an analysis of published values of the fraction of 
lysogenic cells determined by mitomycin C induction4,28–30. Although 
a sometimes-significant negative relationship exists at a within-study 
level, examination across the full range of host abundances studied 
revealed no significant slope (Extended Data Fig. 2). The model that 
low host density favours lysogeny is not well supported by induction 
data when viewed globally; there is reason to re-examine the drivers of 
lysogeny with lines of evidence independent of established methods.

Experimental manipulation of host growth rate
Our counts data contrast with predicted density-dependent lytic 
 predation. Further, the models examined in Fig. 1b predict differ-
ent relationships between microbial density, density-dependent host 
growth rate and viral lytic activity (measured as VMR). The actual 
relationship between these variables was probed with incubation exper-
iments using seawater sampled from a pristine coral reef (Palmyra; 
120-h time series) and a degraded embayment (Mission Bay; 72-h time 
series). Data were pooled within sites as high variability led to a lack of 
significant impact of dissolved organic carbon addition on host density 
(t = 0.82, d.f. = 32.18, P = 0.42; Welch two sample t-test with microbial 

0.10

0.25

0.50
0.75
1.00

2.50

5.00

VL
P

s 
pe

r m
l (
× 

10
7 )

a

0.
25

0.
50

0.
75

1.
00

2.
50

5.
00

7.
50

0.
10

Microbes per ml (× 106)

Microbes per ml (× 106) Microbes per ml (× 106)

b

Vi
ru

se
s 

(lo
g 10

; a
rb

itr
ar

y 
un

its
)

Microbes (log10; arbitrary units)

m = 0.59
Pm ≠ 1 < 0.01

R2 = 0.50

Observed Predicted

m = –0.29 

R2 = 0.09

Pm ≠ 0 = 0.01

Host growth rate

Piggyback-the-Winner

Thingstad et al.

Weitz & Dushoff

m = –26.17 
Pm ≠ 0 = 0.15

R2 = 0.03

d
150

100

50

0

C
R

IS
P

R
 e

le
m

en
ts

 (p
.p

.m
.)

0.
50

0.
75

1.
00

2.
50

5.
00

0.
50

0.
75

1.
00

2.
50

5.
00

c

M
ic

ro
bi

al
 s

pe
ci

es
 d

iv
er

si
ty

 (H
′)

3.25

3.50

3.75

Figure 1 | Virus-like particle (VLP) relative abundance declines with 
increasing host density despite lower microbial diversity and similar 
host sensitivity to infection, contrary to predictions of lytic models. 
a, Log-transformed VLP versus microbial densities have an m < 1 
relationship (n = 223 independent measures); the dashed reference line 
depicts a 10:1 relationship. b, Steady-state microbial and viral abundances 
and schematic microbial growth rate predicted by three modified  
Lotka–Volterra models: Piggyback-the-Winner (red), Thingstad et al. 
(2014; black9), and Weitz and Dushoff (2008; blue8). c, Shannon microbial 
species diversity versus host density (H′; n = 66 independent measures). 
d, Abundance of CRISPR elements in the microbial metagenomes (n = 66 
independent measures). All slopes (m), R2, and P values describe linear 
regressions testing against a slope of 0, except a which shows the P value 
from a two-sided t-test against a slope ≠ 1. Black best-fit lines with grey 
99% prediction intervals from linear regressions are shown (a, c, and d).
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Piggyback-the-Winner: 
Re-examining the theoretical framework
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Piggyback-the-winner – lysogeny is 
positively correlated with increases in host 
density and productivity. 

Knowles et al. Nature 2016

However, there is no lysogeny in the 
PtW model. Rather, the PtW model is a 
lytic model where the lysis and viral release 
increases with increasing cell abundance.
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Piggyback-the-Winner: 
Re-examining the theoretical framework
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Piggyback-the-winner – lysogeny is 
positively correlated with increases in host 
density and productivity. 

Knowles et al. Nature 2016

And, the PtW model yields similar patterns 
of virus and microbial density relationships as 
do Lotka-Volterra (i.e., classic) models:

PtW is not required for negative 
relationships to emerge between VMR 
and microbial densities
Weitz et al., Nature 2017



Piggyback-the-Winner: 
Re-examining the metagenomics evidence (pt 1)

Piggyback-the-winner – lysogeny is 
positively correlated with increases in host 
density and productivity. 

Knowles et al. Nature 2016

Density/Productivity

Low High

Vi
ra

l A
ct

iv
ity

Lysis

Lysogeny

Absence of evidence for a positive 
correlation between lysogeny proxies 
and microbial cell density.
Weitz et al., Nature 2017 & response from 
Knowles & Rohwer, Nature 2017
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Piggyback-the-Winner: 
Re-examining the metagenomics evidence (pt 2)

“findings [i.e., the decline of the 
ratio of viruses-to-microbes] 
corroborate the recently proposed 
Piggyback-the-Winner theory”

Coutinho et al., Nat. Comm (2017)This pattern corroborates the decrease in VHR with an increase
in microbial abundance described by the Piggyback-the-Winner
model and hypothesizes lysogeny as a more successful strategy
for viral replication at a high host density11. The negative
relationship between the host and viral abundance emerged
consistently in the majority of the ecosystems studied11,12, and
habitats with increased prokaryotic abundance were also enriched
for markers of lysogenic infection (for example, integrases or
excisionases)11. Our data corroborated the Piggyback-the-Winner
model by using a completely independent data set
and demonstrated the ubiquity of this trend for nearly all
the detected taxa of microorganisms (Supplementary Tables 3
and 4).

The pattern observed could be explained by a model in which
the viruses opt for a lysogenic infection strategy when their
microbial hosts are thriving (that is, at high abundance). Recent
findings showed that prophages are widespread in prokaryote
genomes, including those taxa that are dominant across marine
habitats (for example, Cyanobacteria, Proteobacteria, Firmicutes,
Bacteroidetes and Actinobacteria)32 and that fast-growing
bacteria are more likely to harbour prophages integrated into
their genomes46,47. Finally, the observed reduction in the ratio
between bacterial cells and viral particles at increased microbial
abundances was consistently reported across marine
ecosystems11,12. At high host densities, rather than killing their
hosts, viruses might opt to replicate integrated into their host
genomes. According to this model, whenever conditions change
and host growth is no longer favoured, the virus goes into a lytic
cycle to ensure the production of new viral particles before the
death of the host makes viral replication impossible. A total of
134 MVC proteins were annotated as integrases or excisionases
(Supplementary Data 2), providing further evidence for the
capacity of lysogenic infections among the MVCs.

Other factors can act in association with lysogenic switching
and result in the observed trend of decrease in the VHR
accompanied by an increase in microbial abundance. Although
our previous analysis detected no association between resistance
mechanisms (for example, CRISPRs) and microbial abundance11,

the dissemination of resistant strains might contribute to the
aforementioned trend. This might be the case especially for some
slow-growing marine bacteria whose genomes do not encode
prophages (for example, Pelagibacter, Puniceispirillum and
Synechococcus32). This is not proof that lysogenic viruses do
not infect these organisms, but it does suggest that for some taxa,
the negative association between VHR and host abundance might
be driven by both lysogenic switching and resistance to viral
infection.

Use of the MVCs together with reference phage genomes
allowed us to identify differences in the genomic composition of
viruses according to their infected hosts (Supplementary Data 7).
We also identified significant differences in the viral community
taxonomic and functional composition across environmental
gradients, namely photic/aphotic and warm/cold habitats (Fig. 5).
Taken together, these results clarify how the viral community
composition adapts according to the host community composition
to better exploit the host communities. The marked shift in the
community composition among these habitats was also observed in
our NMDS analysis of microbial metagenomes (cellular fraction)
across depth and temperature gradients (Supplementary Fig. 5).
Furthermore, the viruses and their hosts displayed consistent
enrichment patterns (including dominant marine taxa such as
Pelagibacter, Prochlorococcus and Synechococcus) when comparing
photic/aphotic and warm/cold samples (Supplementary Data 8
and 10). Considering these results together with the viral
dependence on the host metabolism for replication, we concluded
that the differences we identified in the viral community
composition were derived from the modulation of the metabolism
and growth rates of the microbial hosts as by environmental
conditions. Thus, the viral communities were indirectly affected by
the photic/aphotic and warm/cold water regimes48. We could not
determine the individual effect of each of the many environmental
parameters (for example, temperature, nutrients, microbial growth
rates and so on) that characterize these habitats on the modulation
of the viral and microbial community composition. Therefore, we
assumed that the observed shifts in the microbial and viral
communities were a result of their combined effects. Interestingly,
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Figure 6 | Associations between the microbial host abundance and the virus–host ratio. The x axis displays the abundances of microbial taxa and the y
axis displays VHR, calculated based on the relative abundances of microbial taxa and the viruses that infect them in the analysed Tara oceans microbial
metagenomes and viromes. (a) Microbial taxa are summed at the taxonomic levels of genus and VHR was calculated using the abundances of reference
viral genomes only. (b) Microbial abundances are summed at the taxonomic level of phylum and VHR was calculated using the abundances of both
reference viral genomes and the MVCs for which a putative host was identified.
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“findings [i.e., the decline of the 
ratio of viruses-to-microbes] 
corroborate the recently proposed 
Piggyback-the-Winner theory”

Coutinho et al., Nat. Comm (2017)

But… if y/x ~ x-1

This pattern corroborates the decrease in VHR with an increase
in microbial abundance described by the Piggyback-the-Winner
model and hypothesizes lysogeny as a more successful strategy
for viral replication at a high host density11. The negative
relationship between the host and viral abundance emerged
consistently in the majority of the ecosystems studied11,12, and
habitats with increased prokaryotic abundance were also enriched
for markers of lysogenic infection (for example, integrases or
excisionases)11. Our data corroborated the Piggyback-the-Winner
model by using a completely independent data set
and demonstrated the ubiquity of this trend for nearly all
the detected taxa of microorganisms (Supplementary Tables 3
and 4).

The pattern observed could be explained by a model in which
the viruses opt for a lysogenic infection strategy when their
microbial hosts are thriving (that is, at high abundance). Recent
findings showed that prophages are widespread in prokaryote
genomes, including those taxa that are dominant across marine
habitats (for example, Cyanobacteria, Proteobacteria, Firmicutes,
Bacteroidetes and Actinobacteria)32 and that fast-growing
bacteria are more likely to harbour prophages integrated into
their genomes46,47. Finally, the observed reduction in the ratio
between bacterial cells and viral particles at increased microbial
abundances was consistently reported across marine
ecosystems11,12. At high host densities, rather than killing their
hosts, viruses might opt to replicate integrated into their host
genomes. According to this model, whenever conditions change
and host growth is no longer favoured, the virus goes into a lytic
cycle to ensure the production of new viral particles before the
death of the host makes viral replication impossible. A total of
134 MVC proteins were annotated as integrases or excisionases
(Supplementary Data 2), providing further evidence for the
capacity of lysogenic infections among the MVCs.

Other factors can act in association with lysogenic switching
and result in the observed trend of decrease in the VHR
accompanied by an increase in microbial abundance. Although
our previous analysis detected no association between resistance
mechanisms (for example, CRISPRs) and microbial abundance11,

the dissemination of resistant strains might contribute to the
aforementioned trend. This might be the case especially for some
slow-growing marine bacteria whose genomes do not encode
prophages (for example, Pelagibacter, Puniceispirillum and
Synechococcus32). This is not proof that lysogenic viruses do
not infect these organisms, but it does suggest that for some taxa,
the negative association between VHR and host abundance might
be driven by both lysogenic switching and resistance to viral
infection.

Use of the MVCs together with reference phage genomes
allowed us to identify differences in the genomic composition of
viruses according to their infected hosts (Supplementary Data 7).
We also identified significant differences in the viral community
taxonomic and functional composition across environmental
gradients, namely photic/aphotic and warm/cold habitats (Fig. 5).
Taken together, these results clarify how the viral community
composition adapts according to the host community composition
to better exploit the host communities. The marked shift in the
community composition among these habitats was also observed in
our NMDS analysis of microbial metagenomes (cellular fraction)
across depth and temperature gradients (Supplementary Fig. 5).
Furthermore, the viruses and their hosts displayed consistent
enrichment patterns (including dominant marine taxa such as
Pelagibacter, Prochlorococcus and Synechococcus) when comparing
photic/aphotic and warm/cold samples (Supplementary Data 8
and 10). Considering these results together with the viral
dependence on the host metabolism for replication, we concluded
that the differences we identified in the viral community
composition were derived from the modulation of the metabolism
and growth rates of the microbial hosts as by environmental
conditions. Thus, the viral communities were indirectly affected by
the photic/aphotic and warm/cold water regimes48. We could not
determine the individual effect of each of the many environmental
parameters (for example, temperature, nutrients, microbial growth
rates and so on) that characterize these habitats on the modulation
of the viral and microbial community composition. Therefore, we
assumed that the observed shifts in the microbial and viral
communities were a result of their combined effects. Interestingly,
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Re-examining the metagenomics evidence (pt 2)

“findings [i.e., the decline of the 
ratio of viruses-to-microbes] 
corroborate the recently proposed 
Piggyback-the-Winner theory”

Coutinho et al., Nat. Comm (2017)

But… if y/x ~ x-1, then virus 
abundances are unrelated to host 
abundances. This is a counter-indicator 
for PtW.

Alrasheed, Jin & Weitz, Nat. Comm (2019)
forthcoming

This pattern corroborates the decrease in VHR with an increase
in microbial abundance described by the Piggyback-the-Winner
model and hypothesizes lysogeny as a more successful strategy
for viral replication at a high host density11. The negative
relationship between the host and viral abundance emerged
consistently in the majority of the ecosystems studied11,12, and
habitats with increased prokaryotic abundance were also enriched
for markers of lysogenic infection (for example, integrases or
excisionases)11. Our data corroborated the Piggyback-the-Winner
model by using a completely independent data set
and demonstrated the ubiquity of this trend for nearly all
the detected taxa of microorganisms (Supplementary Tables 3
and 4).

The pattern observed could be explained by a model in which
the viruses opt for a lysogenic infection strategy when their
microbial hosts are thriving (that is, at high abundance). Recent
findings showed that prophages are widespread in prokaryote
genomes, including those taxa that are dominant across marine
habitats (for example, Cyanobacteria, Proteobacteria, Firmicutes,
Bacteroidetes and Actinobacteria)32 and that fast-growing
bacteria are more likely to harbour prophages integrated into
their genomes46,47. Finally, the observed reduction in the ratio
between bacterial cells and viral particles at increased microbial
abundances was consistently reported across marine
ecosystems11,12. At high host densities, rather than killing their
hosts, viruses might opt to replicate integrated into their host
genomes. According to this model, whenever conditions change
and host growth is no longer favoured, the virus goes into a lytic
cycle to ensure the production of new viral particles before the
death of the host makes viral replication impossible. A total of
134 MVC proteins were annotated as integrases or excisionases
(Supplementary Data 2), providing further evidence for the
capacity of lysogenic infections among the MVCs.

Other factors can act in association with lysogenic switching
and result in the observed trend of decrease in the VHR
accompanied by an increase in microbial abundance. Although
our previous analysis detected no association between resistance
mechanisms (for example, CRISPRs) and microbial abundance11,

the dissemination of resistant strains might contribute to the
aforementioned trend. This might be the case especially for some
slow-growing marine bacteria whose genomes do not encode
prophages (for example, Pelagibacter, Puniceispirillum and
Synechococcus32). This is not proof that lysogenic viruses do
not infect these organisms, but it does suggest that for some taxa,
the negative association between VHR and host abundance might
be driven by both lysogenic switching and resistance to viral
infection.

Use of the MVCs together with reference phage genomes
allowed us to identify differences in the genomic composition of
viruses according to their infected hosts (Supplementary Data 7).
We also identified significant differences in the viral community
taxonomic and functional composition across environmental
gradients, namely photic/aphotic and warm/cold habitats (Fig. 5).
Taken together, these results clarify how the viral community
composition adapts according to the host community composition
to better exploit the host communities. The marked shift in the
community composition among these habitats was also observed in
our NMDS analysis of microbial metagenomes (cellular fraction)
across depth and temperature gradients (Supplementary Fig. 5).
Furthermore, the viruses and their hosts displayed consistent
enrichment patterns (including dominant marine taxa such as
Pelagibacter, Prochlorococcus and Synechococcus) when comparing
photic/aphotic and warm/cold samples (Supplementary Data 8
and 10). Considering these results together with the viral
dependence on the host metabolism for replication, we concluded
that the differences we identified in the viral community
composition were derived from the modulation of the metabolism
and growth rates of the microbial hosts as by environmental
conditions. Thus, the viral communities were indirectly affected by
the photic/aphotic and warm/cold water regimes48. We could not
determine the individual effect of each of the many environmental
parameters (for example, temperature, nutrients, microbial growth
rates and so on) that characterize these habitats on the modulation
of the viral and microbial community composition. Therefore, we
assumed that the observed shifts in the microbial and viral
communities were a result of their combined effects. Interestingly,
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FIG. 2: Schematic of cell-centric counting of the reproduction
of obligately lytic viruses. Here, the mother virus generates
dozens, if not hundreds of virions, most of these decay or are
otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

d0 is the loss rate of infected cells, then only a fraction
⌘/(⌘+d0) of infected cells will release virions before being
washed out of the system. As such, the corrected basic
reproduction number for obligately lytic viruses is:

Rhor = �

✓
�S⇤

�S⇤ +m

◆✓
⌘

⌘ + d0

◆
(4)

Although both interpretations - the virion-centric and
the cell-centric - lead to equivalent estimates of R0 for
obligately lytic viruses, we will use the cell-centric def-
inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-
tions:

dS

dt
=

logistic growthz }| {
bS (1�N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dL

dt
=

lysogen growthz }| {
qb0L (1�N/K)+

infectionz }| {
�SV �

lysisz}|{
p⌘L�

cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L�

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL

dt
=

✓
b0
✓
1� S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣
b0
⇣
1� S⇤

K

⌘
� d0

⌘
>

0. We can rewrite this condition for proliferation as:

Rver =
b0
⇣
1� S⇤

K

⌘

d0
> 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing

Viral proliferation at the individual level
for lytic strategies
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nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
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d0 is the loss rate of infected cells, then only a fraction
⌘/(⌘+d0) of infected cells will release virions before being
washed out of the system. As such, the corrected basic
reproduction number for obligately lytic viruses is:

Rhor = �

✓
�S⇤

�S⇤ +m

◆ ✓
⌘
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◆
(4)

Although both interpretations - the virion-centric and
the cell-centric - lead to equivalent estimates of R0 for
obligately lytic viruses, we will use the cell-centric def-
inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-
tions:

dS

dt
=

logistic growthz }| {
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d0L

dV

dt
=

lysisz }| {
�p⌘L�

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL

dt
=

✓
b0

✓
1 � S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣
b0

⇣
1 � S⇤

K

⌘
� d0

⌘
>

0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
1 � S⇤

K

⌘

d0
> 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
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FIG. 5: Basic reproduction number of temperate viruses as
a function of susceptible cell density. The increasing (red)
line denotes the horizontal R0 if temperate phage infect then
always lyse cells. The decreasing (blue) line denotes the verti-
cal R0 if temperate viruses always integrate with their hosts.
Relevant parameters are � = 50, � = 6.7 ⇥ 10�10 ml/hr,
K = 7.5⇥107 ml�1, and b0 = 0.32, 0.54 and 1 hr�1 as well as
d0 = 0.75, 0.44, and 0.24 hr�1 for the three lysogeny curves
from bottom to top respectively.

number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
lysogen, on average, and those lysogens will do the same,
and so on.

Measuring reproduction in this way also provides a

mechanistic interpretation to the value of vertical trans-
mission without invoking environmental fluctuations or
other long-term measures of fitness. As is evident, lyso-
gens reproduce more frequently when they are subject to
less competition with hosts, i.e., when S⇤ is small relative
to K. Given the value of S⇤ in the particular ecological
model of Eq. (5), the basic reproduction number can be

written as Rver = (b0/d0)

�
(b/d). Hence, if lysogens

have more advantageous life history traits than do sus-
ceptible cells (as measured by a higher birth to death
rate ratio, i.e., b0/d0 larger than b/d), then viruses can
spread exclusively via vertical transmission. This benefit
of lysogeny applies in the immediate term and provides
direct support for how a lysogen that benefits its host can
also benefit the virus. However, if lysogeny comes with a
cost (i.e., b0/d0 lower than b/d), then vertical transmission
alone will not be enough for Rver > 1. More generally,
note that Rver is a monotonically decreasing function of
S⇤, such that increased abundances – all things being
equal – diminishes the advantage for vertical transmis-
sion.
To consider horizontal transmission, consider the case

where p = 1 and q = 0. In that case, analysis of the
full model in Eq. (5) reduces to that of the obligately
lytic virus already presented in Eq. (A5). This raises the
question: does a strictly lytic or strictly lysogenic strate-
gy have a higher basic reproduction number? Recall that
the horizontal R0 is an increasing function of susceptible
cell density, i.e., when there are more hosts then the value
of horizontal transmission increases. The value of Rhor

and Rver cross at a critical value, Sc, which satisfies

b0
�
1 � Sc

K

�

d0
=

��Sc

�Sc +m
(8)

For S > Sc, then p = 1 and q = 0 has the high-
er basic reproduction number, (i.e., horizontal transmis-
sion is favored) whereas for S < Sc, then p = 0 and
q = 1 has the higher basic reproduction number, (i.e.,
vertical transmission is favored). Extending prior analy-
sis, we identify threshold conditions separating out when
lysis should be favored at high density vs. when lysoge-
ny should be favored at low density (see Figure 5). The
use of a cell-centric metric makes it evident that vertical
transmission can be evolutionarily advantageous given
low densities of permissive hosts without invoking group
selection or long-term fitness (see [40]).

V. CHRONIC VIRAL STRATEGIES

Finally, we consider the dynamics of “chronic” virus
strategies, or what have been termed “chronic” or “pro-
ducer” strains in other contexts. We use the term chronic
to denote those viruses that infect cells, are propagated
along with the cell, and produce virions that are released
from the cell without lysis, e.g, like filamentous phage

Viral proliferation at the individual level
for lytic strategies and latent strategies
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d0 is the loss rate of infected cells, then only a fraction
⌘/(⌘+d0) of infected cells will release virions before being
washed out of the system. As such, the corrected basic
reproduction number for obligately lytic viruses is:

Rhor = �

✓
�S⇤

�S⇤ +m

◆ ✓
⌘

⌘ + d0

◆
(4)

Although both interpretations - the virion-centric and
the cell-centric - lead to equivalent estimates of R0 for
obligately lytic viruses, we will use the cell-centric def-
inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-
tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dL
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=

lysogen growthz }| {
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cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L�

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL
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=

✓
b0

✓
1 � S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:

Rver =
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⇣
1 � S⇤

K

⌘

d0
> 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
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from bottom to top respectively.

number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
lysogen, on average, and those lysogens will do the same,
and so on.

Measuring reproduction in this way also provides a

mechanistic interpretation to the value of vertical trans-
mission without invoking environmental fluctuations or
other long-term measures of fitness. As is evident, lyso-
gens reproduce more frequently when they are subject to
less competition with hosts, i.e., when S⇤ is small relative
to K. Given the value of S⇤ in the particular ecological
model of Eq. (5), the basic reproduction number can be

written as Rver = (b0/d0)

�
(b/d). Hence, if lysogens

have more advantageous life history traits than do sus-
ceptible cells (as measured by a higher birth to death
rate ratio, i.e., b0/d0 larger than b/d), then viruses can
spread exclusively via vertical transmission. This benefit
of lysogeny applies in the immediate term and provides
direct support for how a lysogen that benefits its host can
also benefit the virus. However, if lysogeny comes with a
cost (i.e., b0/d0 lower than b/d), then vertical transmission
alone will not be enough for Rver > 1. More generally,
note that Rver is a monotonically decreasing function of
S⇤, such that increased abundances – all things being
equal – diminishes the advantage for vertical transmis-
sion.
To consider horizontal transmission, consider the case

where p = 1 and q = 0. In that case, analysis of the
full model in Eq. (5) reduces to that of the obligately
lytic virus already presented in Eq. (A5). This raises the
question: does a strictly lytic or strictly lysogenic strate-
gy have a higher basic reproduction number? Recall that
the horizontal R0 is an increasing function of susceptible
cell density, i.e., when there are more hosts then the value
of horizontal transmission increases. The value of Rhor

and Rver cross at a critical value, Sc, which satisfies

b0
�
1 � Sc

K

�

d0
=

��Sc

�Sc +m
(8)

For S > Sc, then p = 1 and q = 0 has the high-
er basic reproduction number, (i.e., horizontal transmis-
sion is favored) whereas for S < Sc, then p = 0 and
q = 1 has the higher basic reproduction number, (i.e.,
vertical transmission is favored). Extending prior analy-
sis, we identify threshold conditions separating out when
lysis should be favored at high density vs. when lysoge-
ny should be favored at low density (see Figure 5). The
use of a cell-centric metric makes it evident that vertical
transmission can be evolutionarily advantageous given
low densities of permissive hosts without invoking group
selection or long-term fitness (see [40]).

V. CHRONIC VIRAL STRATEGIES

Finally, we consider the dynamics of “chronic” virus
strategies, or what have been termed “chronic” or “pro-
ducer” strains in other contexts. We use the term chronic
to denote those viruses that infect cells, are propagated
along with the cell, and produce virions that are released
from the cell without lysis, e.g, like filamentous phage
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virus particles:

dS

dt
=

logistic growth
z }| {
bS (1�N/K)�

infection
z }| {
�SV �

cell death
z}|{
dS

dI

dt
=

infection
z }| {
�SV �

lysis
z}|{
⌘I �

cell death
z}|{
d0I

dV

dt
=

lysis
z}|{
�⌘I �

infection
z }| {
�SV �

viral decay
z}|{
mV

(A1)

We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,

�⌃�1 =

" 1
⌘+d0 0

�
�S⇤+m

⇣
⌘

⌘+d0

⌘
1

�S⇤+m

#
(A4)

As a consequence, the basic reproduction number is:

R0 =
��S⇤

�S⇤ +m

✓
⌘

⌘ + d0

◆
(A5)

2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:

dS

dt
=

logistic growth
z }| {
bS (1�N/K)�

infection
z }| {
�SV �

cell death
z}|{
dS

dL
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=
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z }| {
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cell death
z}|{
d0L

dV

dt
=

lysis
z }| {
�p⌘L�

infection
z }| {
�SV �

viral decay
z}|{
mV

(A6)

where N = S+ I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1� S⇤/K) �S⇤

0 0

�
(A7)

denote transmission events and

⌃ =


�p⌘ � d0 0

�p⌘ ��S⇤ �m

�
(A8)

denote transition events. For this model,

�⌃�1 =

" 1
d0+p⌘ 0⇣

�p⌘
p⌘+d0

⌘
1

�S⇤+m
1

�S⇤+m

#
(A9)

As a consequence, the basic reproduction number is:

R0 =
qb0(1� S⇤/K)

d0 + p⌘
+

��S⇤

�S⇤ +m

✓
p⌘

p⌘ + d0

◆
(A10)

3. Chronic strategies

Consider the model of interactions between chronic viruses and
microbial hosts:

dS

dt
=

logistic growth
z }| {
bS (1�N/K)�

infection
z }| {
�SV �

cell death
z}|{
dS

dI

dt
=

logistic growth
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infection
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cell death
z}|{
d0I

dV

dt
=

virion production
z}|{
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viral decay
z}|{
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(A11)

where N = S + I is the total population density of cells. We rec-
ognize that the previous temperate model and the current chronic
strategy model can be re-scaled to be equivalent. Nonetheless,
the trade-o↵ mechanisms are di↵erent and we note that in chronic
infections, release of new virions need not be associated with lysis.

As before, we linearize the dynamics around the virus-free equi-
librium, (S⇤, 0, 0) where S⇤ = K(1�d/b), and focus on the infected
subsystem of X(t) = [I(t) V (t)]|. The linearized infected subsys-
tem dynamics can be written as Ẋ = (T + ⌃)X where

T =


b0(1� S⇤/K) �S⇤

0 0

�
(A12)

denote transmission events and

⌃ =


�d0 0
↵ ��S⇤ �m

�
(A13)

denote transition events. For this model,

�⌃�1 =

"
1
d0 0� ↵

d0
� 1

�S⇤+m
1

�S⇤+m

#
(A14)

As a consequence, the basic reproduction number is:

R0 =
b0(1� S⇤/K)
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⌘
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virus particles:

dS
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=
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(A1)

We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,
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As a consequence, the basic reproduction number is:
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(A5)

2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:
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=

logistic growth
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(A6)

where N = S+ I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1� S⇤/K) �S⇤

0 0
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(A7)

denote transmission events and

⌃ =


�p⌘ � d0 0
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denote transition events. For this model,
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�p⌘
p⌘+d0

⌘
1

�S⇤+m
1

�S⇤+m

#
(A9)

As a consequence, the basic reproduction number is:
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3. Chronic strategies

Consider the model of interactions between chronic viruses and
microbial hosts:
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where N = S + I is the total population density of cells. We rec-
ognize that the previous temperate model and the current chronic
strategy model can be re-scaled to be equivalent. Nonetheless,
the trade-o↵ mechanisms are di↵erent and we note that in chronic
infections, release of new virions need not be associated with lysis.

As before, we linearize the dynamics around the virus-free equi-
librium, (S⇤, 0, 0) where S⇤ = K(1�d/b), and focus on the infected
subsystem of X(t) = [I(t) V (t)]|. The linearized infected subsys-
tem dynamics can be written as Ẋ = (T + ⌃)X where

T =


b0(1� S⇤/K) �S⇤

0 0

�
(A12)

denote transmission events and

⌃ =


�d0 0
↵ ��S⇤ �m

�
(A13)

denote transition events. For this model,

�⌃�1 =

"
1
d0 0� ↵

d0
� 1
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1

�S⇤+m

#
(A14)

As a consequence, the basic reproduction number is:

R0 =
b0(1� S⇤/K)
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larly during unfavorable periods for hosts (via lysogeny).
Such arguments rely on generalized estimates of long-
term growth rates without invoking the nonlinear feed-
back mechanisms underlying virus-microbe interactions.
Moreover, a focus on long-term estimates of growth does
not directly address whether killing a microbial host
cell is the advantageous strategy for a virus at a giv-
en moment in time. As noted by [28], ecological mod-
els that incorporate feedback mechanisms of virus-host
interactions are required to understand the viability of
realized viral strategies.

Viruses have evolved many mechanisms to propagate
with microbial hosts. Here, we use the word “strategies”
to denote the type of mechanism underlying viral propa-
gation. Comparing the relative fitness of viral strategies
requires some means to quantify reproduction and sur-
vival across an entire viral life cycle, even if the molecular
details, host strain, or virus strain di↵er. Here we pro-
pose to utilize an epidemiological framework to quantify
viral fitness in which viral proliferation amongst micro-
bial hosts is measured in terms of infected cells instead of
virus particles. We show how doing so can help predict
and explain a continuum of infection strategies observed
in di↵erent environmental contexts.

II. ON HORIZONTAL AND VERTICAL
TRANSMISSION

Viruses are obligate intracellular parasites. As such,
virus-microbe dynamics can be re-cast in terms of the
spread of an infectious disease through a microbial popu-
lation. The risk for the spread of an infectious disease can
be quantified in terms of the basic reproduction number,
R0, “arguably the most important quantity in infectious
disease epidemiology” [29]. In mathematical epidemiolo-
gy, R0 is defined as the average number of new infected
individuals caused by a single (typical) infected individu-
al in an otherwise susceptible population [30]. Measuring
R0 is the de facto standard for assessing pathogen inva-
sion, e.g., when R0 > 1 then a pathogen is expected to
increase its relative abundance in a population [31, 32].

Thus far, estimates of R0 have had limited applica-
tion to in situ studies of viruses of single-celled micro-
organisms, in part because counts of the number of virus
particles have been used as a proxy for eco-evolutionary
success (e.g., [33]). Yet, there are precedents for doing
so. A ‘phage reproductive number’ has been proposed to
quantify the proliferation of lytic viruses [34–36] and the
ratio of new phage particles produced to those introduced
has been used to identify invasision and equilibrium con-
ditions for lytic viruses [37, 38]. However, the production
of new virus particles does not, in and of itself, constitute
a new infection. In addition, particle production is not
the only way for viruses of microbes to proliferate at the
population scale.

The virocell paradigm o↵ers a path forward towards a
unified notion of viral fitness [39, 40]. The paradigm cen-

ters on the idea that the “real living [viral] organism” [39]
is an infected cell actively producing new virions, i.e.,
the “virocell”. In contrast, conventional definitions of a
virus refer to the physical properties of the virus parti-
cle, e.g., nucleic acids surrounded by a protein coat. As
a consequence, it would seem logical to surmise that the
viability of a viral strategy should be measured in terms
of the number of new virocells produced.
Here we reconcile the virocell and conventional

paradigms by adapting definitions of R0 to the ecologi-
cal study of viruses of microorganisms. Specifically, we
propose the following definition:

R0: the average number of new infected cells
produced by a single (typical) infected cell and
its progeny virions in an otherwise susceptible
population.

This definition includes a critical asymmetry: counting
viral reproduction in terms of infected cells, i.e., with
progeny viral genomes in them, rather than in terms
of virus particles. Elsewhere, the basic reproduction
number has been used to compare the fitness of vari-
ants of temperate phage � given eco-evolutionary feed-
back [41, 42] (see Discussion for more details). Here,
we utilize a cell-centric basic reproduction number as a
means to compare and unify the study of broad class-
es of viral strategies, including obligately lytic, latent,
or chronic viral strategies. This definition accounts for
infections caused by “vertical” transmission (i.e., from
mother to daughter cell), those caused by “horizontal”
transmission (i.e. from an infected cell to another sus-
ceptible cell in the population), and those caused by a
combination of both routes (e.g., as in chronic viruses).
Next, we explain how to calculate R0 and conditions for
invasion within nonlinear models of virus and microbial
population dynamics.

III. OBLIGATELY LYTIC VIRAL STRATEGIES
– A BASELINE FOR COMPARISON

We begin our examination of obligately lytic strategies
given a virion-centric perspective. Obligately lytic virus-
es infect and lyse their microbial hosts, thereby modifying
the population densities of viruses and cells. Virus-host
interactions can be represented via a set of nonlinear dif-
ferential equations (see Figure 1 for this and other model
schematics and Methods for equations). We evaluate the
spread of viruses in an otherwise susceptible population
in Eq. (A6) using the Next-Generation Matrix (NGM)
approach. NGM considers the dynamics of the linearized
infected subsystem [32], i.e., the densities of infected cells
and virus particles (see Appendix for analysis). Via a
NGM analysis, we find that viruses should spread when
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virus particles:
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We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,

�⌃�1 =

" 1
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As a consequence, the basic reproduction number is:
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2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:
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(A6)

where N = S+ I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1� S⇤/K) �S⇤

0 0

�
(A7)

denote transmission events and
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denote transition events. For this model,
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As a consequence, the basic reproduction number is:
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qb0(1� S⇤/K)
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3. Chronic strategies

Consider the model of interactions between chronic viruses and
microbial hosts:
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where N = S + I is the total population density of cells. We rec-
ognize that the previous temperate model and the current chronic
strategy model can be re-scaled to be equivalent. Nonetheless,
the trade-o↵ mechanisms are di↵erent and we note that in chronic
infections, release of new virions need not be associated with lysis.

As before, we linearize the dynamics around the virus-free equi-
librium, (S⇤, 0, 0) where S⇤ = K(1�d/b), and focus on the infected
subsystem of X(t) = [I(t) V (t)]|. The linearized infected subsys-
tem dynamics can be written as Ẋ = (T + ⌃)X where

T =


b0(1� S⇤/K) �S⇤

0 0

�
(A12)

denote transmission events and
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(A13)

denote transition events. For this model,
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As a consequence, the basic reproduction number is:

R0 =
b0(1� S⇤/K)
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larly during unfavorable periods for hosts (via lysogeny).
Such arguments rely on generalized estimates of long-
term growth rates without invoking the nonlinear feed-
back mechanisms underlying virus-microbe interactions.
Moreover, a focus on long-term estimates of growth does
not directly address whether killing a microbial host
cell is the advantageous strategy for a virus at a giv-
en moment in time. As noted by [28], ecological mod-
els that incorporate feedback mechanisms of virus-host
interactions are required to understand the viability of
realized viral strategies.

Viruses have evolved many mechanisms to propagate
with microbial hosts. Here, we use the word “strategies”
to denote the type of mechanism underlying viral propa-
gation. Comparing the relative fitness of viral strategies
requires some means to quantify reproduction and sur-
vival across an entire viral life cycle, even if the molecular
details, host strain, or virus strain di↵er. Here we pro-
pose to utilize an epidemiological framework to quantify
viral fitness in which viral proliferation amongst micro-
bial hosts is measured in terms of infected cells instead of
virus particles. We show how doing so can help predict
and explain a continuum of infection strategies observed
in di↵erent environmental contexts.

II. ON HORIZONTAL AND VERTICAL
TRANSMISSION

Viruses are obligate intracellular parasites. As such,
virus-microbe dynamics can be re-cast in terms of the
spread of an infectious disease through a microbial popu-
lation. The risk for the spread of an infectious disease can
be quantified in terms of the basic reproduction number,
R0, “arguably the most important quantity in infectious
disease epidemiology” [29]. In mathematical epidemiolo-
gy, R0 is defined as the average number of new infected
individuals caused by a single (typical) infected individu-
al in an otherwise susceptible population [30]. Measuring
R0 is the de facto standard for assessing pathogen inva-
sion, e.g., when R0 > 1 then a pathogen is expected to
increase its relative abundance in a population [31, 32].

Thus far, estimates of R0 have had limited applica-
tion to in situ studies of viruses of single-celled micro-
organisms, in part because counts of the number of virus
particles have been used as a proxy for eco-evolutionary
success (e.g., [33]). Yet, there are precedents for doing
so. A ‘phage reproductive number’ has been proposed to
quantify the proliferation of lytic viruses [34–36] and the
ratio of new phage particles produced to those introduced
has been used to identify invasision and equilibrium con-
ditions for lytic viruses [37, 38]. However, the production
of new virus particles does not, in and of itself, constitute
a new infection. In addition, particle production is not
the only way for viruses of microbes to proliferate at the
population scale.

The virocell paradigm o↵ers a path forward towards a
unified notion of viral fitness [39, 40]. The paradigm cen-

ters on the idea that the “real living [viral] organism” [39]
is an infected cell actively producing new virions, i.e.,
the “virocell”. In contrast, conventional definitions of a
virus refer to the physical properties of the virus parti-
cle, e.g., nucleic acids surrounded by a protein coat. As
a consequence, it would seem logical to surmise that the
viability of a viral strategy should be measured in terms
of the number of new virocells produced.
Here we reconcile the virocell and conventional

paradigms by adapting definitions of R0 to the ecologi-
cal study of viruses of microorganisms. Specifically, we
propose the following definition:

R0: the average number of new infected cells
produced by a single (typical) infected cell and
its progeny virions in an otherwise susceptible
population.

This definition includes a critical asymmetry: counting
viral reproduction in terms of infected cells, i.e., with
progeny viral genomes in them, rather than in terms
of virus particles. Elsewhere, the basic reproduction
number has been used to compare the fitness of vari-
ants of temperate phage � given eco-evolutionary feed-
back [41, 42] (see Discussion for more details). Here,
we utilize a cell-centric basic reproduction number as a
means to compare and unify the study of broad class-
es of viral strategies, including obligately lytic, latent,
or chronic viral strategies. This definition accounts for
infections caused by “vertical” transmission (i.e., from
mother to daughter cell), those caused by “horizontal”
transmission (i.e. from an infected cell to another sus-
ceptible cell in the population), and those caused by a
combination of both routes (e.g., as in chronic viruses).
Next, we explain how to calculate R0 and conditions for
invasion within nonlinear models of virus and microbial
population dynamics.

III. OBLIGATELY LYTIC VIRAL STRATEGIES
– A BASELINE FOR COMPARISON

We begin our examination of obligately lytic strategies
given a virion-centric perspective. Obligately lytic virus-
es infect and lyse their microbial hosts, thereby modifying
the population densities of viruses and cells. Virus-host
interactions can be represented via a set of nonlinear dif-
ferential equations (see Figure 1 for this and other model
schematics and Methods for equations). We evaluate the
spread of viruses in an otherwise susceptible population
in Eq. (A6) using the Next-Generation Matrix (NGM)
approach. NGM considers the dynamics of the linearized
infected subsystem [32], i.e., the densities of infected cells
and virus particles (see Appendix for analysis). Via a
NGM analysis, we find that viruses should spread when

Rhor = �
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We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,
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As a consequence, the basic reproduction number is:
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2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:
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where N = S+ I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1� S⇤/K) �S⇤

0 0
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(A7)

denote transmission events and
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denote transition events. For this model,
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As a consequence, the basic reproduction number is:
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3. Chronic strategies

Consider the model of interactions between chronic viruses and
microbial hosts:
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where N = S + I is the total population density of cells. We rec-
ognize that the previous temperate model and the current chronic
strategy model can be re-scaled to be equivalent. Nonetheless,
the trade-o↵ mechanisms are di↵erent and we note that in chronic
infections, release of new virions need not be associated with lysis.

As before, we linearize the dynamics around the virus-free equi-
librium, (S⇤, 0, 0) where S⇤ = K(1�d/b), and focus on the infected
subsystem of X(t) = [I(t) V (t)]|. The linearized infected subsys-
tem dynamics can be written as Ẋ = (T + ⌃)X where

T =


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�
(A12)

denote transmission events and
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denote transition events. For this model,
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As a consequence, the basic reproduction number is:
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b0(1� S⇤/K)
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FIG. 2: Schematic of cell-centric counting of the reproduction
of obligately lytic viruses. Here, the mother virus generates
dozens, if not hundreds of virions, most of these decay or are
otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:
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=
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viral decayz}|{
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(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:
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L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:

Rver =
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1 � S⇤

K

⌘

d0
> 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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FIG. 2: Schematic of cell-centric counting of the reproduction
of obligately lytic viruses. Here, the mother virus generates
dozens, if not hundreds of virions, most of these decay or are
otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.
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IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�
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=
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=

lysisz }| {
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infectionz }| {
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viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL
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=
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This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:

Rver =
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K

⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
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cell deathz}|{
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dL

dt
=

lysogen growthz }| {
qb0L (1 � N/K)+

infectionz }| {
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lysisz}|{
p⌘L �

cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL
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=
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This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
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K

⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one

Latent viruses (e.g., phage    )�

S V

Lo
ss

Lo
ss

Infection L
Lo

ssUptake & 
growth

Uptake & 
growth

Induction 
and

Lysis

0Mother

Lysis

Entry

Rver = 3

0Mother

0Mother

0Mother

0Mother

1Progeny

2Progeny

3Progeny

Cell
death

+V



Population dynamics of latent viruses

Obligately lytic  (e.g., T4)

S V

Lo
ss

Lo
ss

Infection I
Lo

ssUptake & 
growth

Lysis

0Mother

LysisEntry

3Progeny

2Progeny

1Progeny

Rhor = 3

Infection

Po
pu

la
tio

n 
pe

rs
pe

ct
iv

e
In

di
vi

du
al

 p
er

sp
ec

tiv
e

+V

4

0Mother

LysisEntry

3Progeny

2Progeny

1Progeny

Rhor = 3Obligately lytic viruses

Burst

Infection

FIG. 2: Schematic of cell-centric counting of the reproduction
of obligately lytic viruses. Here, the mother virus generates
dozens, if not hundreds of virions, most of these decay or are
otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
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=

lysogen growthz }| {
qb0L (1 � N/K)+
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cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:
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=
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This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
1 � S⇤

K

⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:
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=

logistic growthz }| {
bS (1 � N/K)�
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=
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cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:
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This exponential growth equation predicts that lysogens

will spread in abundance as long as
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0. We can rewrite this condition for proliferation as:
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d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.

5 10 25 50 100 200 400
105

106

107

108

Burst size, β

S
u
sc
ep

ti
b
le

p
o
p
u
la
ti
o
n
,
S

Fitness of lytic phage

 

 

Invasion

Extinction

L
o
g
1
0
F
it
n
es
s

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
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cell deathz}|{
dS

dL
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=

lysogen growthz }| {
qb0L (1 � N/K)+

infectionz }| {
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lysisz}|{
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cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
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viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:
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This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣
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0. We can rewrite this condition for proliferation as:

Rver =
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⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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equations:
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in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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�S⇤

�S⇤ + m
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+

verticalz }| {
b0(1� S⇤/K)

d0 > 1. (10)

This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,
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equations:
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in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,
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in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.
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calculate the spread of viral strategies across a continu-
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in terms of infected cells, we are able to directly com-
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in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,
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M13. The dynamics of viruses, V , chronically infected
cells, I, and susceptible microbial cells, S, can be mod-
eled using the following system of nonlinear di↵erential
equations:
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in which the total number of cells is denoted asN = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ +m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
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one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.
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equations:
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in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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�S⇤

�S⇤ + m

◆
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verticalz }| {
b0(1 � S⇤/K)

d0 > 1. (10)

This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,

Value of strategies is context-dependent 
(i.e.,  dependent on susceptible cells)
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M13. The dynamics of viruses, V , chronically infected
cells, I, and susceptible microbial cells, S, can be mod-
eled using the following system of nonlinear di↵erential
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in which the total number of cells is denoted asN = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ +m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as
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vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
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one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
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of initial prevalence using 6 chemostats (2 marker/virulence
combinations and 3 initial prevalences: 1%, 10% and 99%; see
section S2.3 in Text S1).
Starting from an initial prevalence of 1% the epidemic spread

rapidly until nearly all hosts were infected, roughly 10 h later
(Figure 3A). The virulent lcI857 rapidly outnumbered l in both
the provirus and the free virus compartments. Yet, despite this
initial advantage in the first 7 h of the epidemic, the frequency of
the virulent lcI857 started to decrease in both compartments
thereafter (Figure 3 and Figure 4). This confirms our first
theoretical prediction. Furthermore, the frequency of the virulent
mutant lcI857 remained higher among free viruses than among
proviruses during the entire course of the epidemics (Figure 3 and
Figure 4). This confirms our second prediction. Moreover, as
expected from our third prediction, at an initial prevalence of
100% the virulent mutant lcI857 lost the competition from the
outset of the experiment (Figures 3B,C). The third prediction got
additional support from the second experiment where the value of
the peak frequency of the virulent mutant decreased with higher
initial prevalence (Figure 4 and Figure S6).

Discussion

To demonstrate that epidemiology can affect selection on viral
virulence and transmission mode we studied the competition
between two viral strains during experimental epidemics in
chemostats. The two main life-history traits that govern virulence
and transmission in l (w the ability to integrate into the genome of
its host after infection, and a the lysis rate of the lysogenic bacteria)
were measured for these two viral strains. We parameterized a
model for the competition of several viral strains throughout an
epidemic using estimations for the remaining parameter values
from other published studies (Table S1 in Text S1). This model
was used to generate three qualitative predictions on the
epidemiology and the evolution of the bacteriophage l. Our
experimental results agree well with all three theoretical predic-
tions. This demonstrates the predictive power of the bottom-up
approach we used to model this system. This study confirms the
importance of modeling both epidemiology and evolution to
accurately predict the transient evolution of pathogens. In
particular, the shift between positive and negative selection on
the virulent mutant makes only sense because we took into account
the feed-back of epidemiology on the evolution of the virus.
Our theoretical predictions are based on the competition

between two pathogen variants in a fully susceptible host
population. In this way we focus on the short-term evolutionary
dynamics taking place during an epidemic. As pointed out above,
the accuracy of these predictions is expected to drop as other
mutations in virus or host come into play. In particular,
compensatory mutations that reduce phage virulence could alter
the ultimate trajectory of lcI857, as it would no longer pay the
cost of virulence in the long run. In the present experiment, we did
not find evidence of such compensation (Figure S5). Nevertheless,
we can readily include compensation in our model to judge its
effect on short and long-term dynamics. We found that if we allow
for these compensatory mutations the above short term predictions
still hold (Figure S1). Another evolutionary route the pathogen
could take is to escape superinfection inhibition, which would
allow it to gain access to hosts even when all the bacteria are
infected [25]. However, in l the rate of mutation towards such
ultravirulent strains has been shown to be very small and is thus
unlikely to affect the short-term evolutionary dynamics [26]. In the
long term, however, the coevolution between superinfection
inhibition and the resistance to superinfection inhibition may play

a major role for the evolutionary maintenance of viral latency and
the emergence of diversity in l-like phages [27]. In addition, the E.
coli host cell may also acquire resistance to l by well known
mechanisms [28–29]. We did find some evidence of host resistance
evolution but only in the large volume chemostats (50 mL, second
experiment) and not before 40 h (Figure S7 and Figure S8), which
indicates that the appearance of these mutations is limited by
population size and by time. Again, including host resistance in

Figure 3. Experimental evolutionary epidemiology. (A) change in
prevalence (proportion of infected bacteria). (B) change in the lcI857/l
ratio in the provirus stage. (C) change in the lcI857/l ratio in the free
virus stage. The initial value of the lcI857/l ratio in the provirus was 1:1,
and competition was started from two initial prevalence values: 1%
(red) and 100% (blue). The data was obtained from the first experiment.
The lines are the mean over four chemostats (2 marker/virulence
combinations with 2 independent replicates), and the envelopes show
the 95% confidence intervals of the log transformed data.
doi:10.1371/journal.ppat.1003209.g003
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Berngruber et al., 2003, phage lambda 
and E. coli, with initial 1% prevalence 
(red) and 100% prevalence (blue)



What environmental conditions should favor 
lysogeny rather than lysis?

Answering this question requires a unified 
metric, e.g.,:
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point for investigating the potential benefits of non-lytic
strategies [27]. This study proposed that temperate
phage, like phage � could persist over the long term if
prophage integration directly enhanced host fitness or
enhanced resistance to infections by other lytic phage
(“superinfection immunity”). The same study predicted
that oscillations in population abundances could provide
an ecological “niche” for temperate phage. In essence,
if bacterial densities were too low to support the spread
of lytic phage, then temperate phage already integrat-
ed into lysogens could persist until “conditions become
favorable for the bacteria to proliferate” [27]. Yet this
finding does not exclude the possibility that lytic strate-
gies could out-compete temperate strategies – even if lysis
at low densities leads to population collapse.

More recently, e↵orts to understand why viruses should
be temperate have drawn upon the mathematical the-
ory of portfolio balancing [28]. According to portfolio
balancing theory, the temperate strategy enables virus-
es to expand rapidly during stable periods for hosts (via
lysis) and mitigate risks of population collapse, particu-
lar during unfavorable periods for hosts (via lysogeny).
Such arguments rely on generalized estimates of long-
term growth rates without invoking the nonlinear feed-
back mechanisms underlying virus-microbe interactions.
Moreover, a focus on long-term estimates of growth does
not directly address whether killing a microbial host
cell is the advantageous strategy for a virus at a giv-
en moment in time. As noted by [28], ecological mod-
els that incorporate feedback mechanisms of virus-host
interactions are required to understand the viability of
realized viral strategies.

Viruses have evolved many mechanisms to propagate
with microbial hosts. Here, we use the word “strategies”
to denote the type of mechanism underlying viral propa-
gation. Comparing the relative fitness of viral strategies
requires some means to quantify reproduction and sur-
vival across an entire viral life cycle, even if the molecular
details, host strain, or virus strain di↵ers. Drawing upon
the foundations of mathematical epidemiology, here we
propose a theory to quantify viral fitness in which viral
proliferation is measured in terms of infected cells instead
of virus particles. In doing so, we show how this theory
can predict and explain a continuum of infection strate-
gies observed in di↵erent environmental contexts.

II. ON HORIZONTAL AND VERTICAL
TRANSMISSION

Viruses are obligate intracellular parasites. As such,
virus-microbe dynamics can be re-cast in terms of the
spread of an infectious disease through a microbial popu-
lation. The risk for the spread of an infectious disease can
be quantified in terms of the basic reproduction number,
R0, “arguably the most important quantity in infectious
disease epidemiology” [29]. In mathematical epidemiolo-
gy, R0 is defined as the average number of new infected

individuals caused by a single (typical) infected individu-
al in an otherwise susceptible population [30]. Measuring
R0 is the de facto standard for assessing pathogen inva-
sion, e.g., when R0 > 1 then a pathogen is expected to
increase its relative abundance in a population [31, 32].
Thus far, estimates of R0 have had limited application in
the study of the ecology of viruses of single-celled micro-
organisms, in part because counts of the number of virus
particles have been used as a proxy for eco-evolutionary
success (e.g., [33]). However, the production of new virus
particles does not, in and of itself, constitute a new infec-
tion. In addition, particle production is not the only way
for viruses of microbes to proliferate at the population
scale.
The virocell paradigm provides a path forward towards

a unified notion of viral fitness [34, 35]. The paradigm
centers on the idea that the “real living [viral] organ-
ism” [34] is an infected cell actively producing new viri-
ons, i.e., the “virocell”. In contrast, conventional defi-
nitions of a virus refer to the physical properties of the
virus particle, e.g., nucleic acids surrounded by a protein
coat. As a consequence, it would seem logical to surmise
that the viability of a viral strategy should be measured
in terms of the number of new virocells produced.
Here we reconcile the virocell and conventional

paradigms by adapting definitions of R0 to the study of
viruses of microorganisms. Specifically, we propose the
following definition:

R0: the average number of new infected cells
produced by a single (typical) infected cell and
its progeny virions in an otherwise susceptible
population.

This definition counts viral reproduction in terms of
infected cells, i.e., with progeny viral genomes in them,
rather than in terms of virus particles. For reasons that
we will make clear in subsequent sections, this defini-
tion of R0 includes a critical asymmetry: we use infected
cell, and not virion, production to measure viral spread.
Characterizing the dynamics of virus genomes inside cells
and virus particles outside of cells also enables compar-
isons amongst viruses with di↵erent life cycles. In par-
ticular, this definition accounts for infections caused by
“vertical” transmission (i.e., from mother to daughter
cell) and those caused by “horizontal” transmission (i.e.
from an infected cell to another susceptible cell in the
population). Next, we explain how to calculate R0 and
conditions for invasion within nonlinear models of virus
and microbial population dynamics.

III. OBLIGATELY LYTIC VIRAL STRATEGIES
– A BASELINE FOR COMPARISON

We begin our examination of obligately lytic strategies
given a virion-centric perspective. Obligately lytic virus-
es infect and lyse their microbial hosts, thereby modifying
the population densities of viruses and cells. Virus-host
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equations:

dS

dt
=

logistic growthz }| {
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(9)

in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as

Rchron ⌘

horizontalz }| {
↵

d0

✓
�S⇤

�S⇤ + m

◆
+

verticalz }| {
b0(1 � S⇤/K)

d0 > 1. (10)

This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dL

dt
=

lysogen growthz }| {
qb0L (1 � N/K)+

infectionz }| {
�SV �

lysisz}|{
p⌘L �

cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL

dt
=

✓
b0

✓
1 � S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣

b0
⇣
1 � S⇤

K

⌘
� d0

⌘
>

0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
1 � S⇤

K

⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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Appendix A: Next-generation matrix approach for
calculating viral invasion

The next-generation matrix (NGM) approach can be used to
calculate R0 in mathematical models of interactions between cells
and viruses. We follow the convention of Dieckmann and colleagues
in analyzing the subset of the model including infected subclass-
es [32]. In the case of viruses of microbes, we denote those infected
subclasses to include any population type that has an infectious
viral genome, i.e., both infected cells and virus particles.

1. Obligately lytic interactions

The main text considers a model of interactions between obli-
gately lytic viruses and cellular hosts. Here, we modify this model
to consider the dynamics of susceptible cells, infected cells, and

virus particles:

dS

dt
=

logistic growth
z }| {
bS (1�N/K)�

infection
z }| {
�SV �

cell death
z}|{
dS

dI

dt
=

infection
z }| {
�SV �

lysis
z}|{
⌘I �

cell death
z}|{
d0I

dV

dt
=

lysis
z}|{
�⌘I �

infection
z }| {
�SV �

viral decay
z}|{
mV

(A1)

We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,

�⌃�1 =

" 1
⌘+d0 0

�
�S⇤+m

⇣
⌘

⌘+d0

⌘
1

�S⇤+m

#
(A4)

As a consequence, the basic reproduction number is:

Rhor =
��S⇤

�S⇤ +m

✓
⌘

⌘ + d0

◆
(A5)

2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:

dS

dt
=

logistic growth
z }| {
bS (1�N/K)�

infection
z }| {
�SV �

cell death
z}|{
dS

dL

dt
=

lysogen growth
z }| {
qb0I (1�N/K)+

infection
z }| {
�SV �

lysis
z}|{
p⌘L�

cell death
z}|{
d0L

dV

dt
=

lysis
z }| {
�p⌘L�

infection
z }| {
�SV �

viral decay
z}|{
mV

(A6)

where N = S+ I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1� S⇤/K) �S⇤

0 0

�
(A7)

denote transmission events and

⌃ =


�p⌘ � d0 0

�p⌘ ��S⇤ �m

�
(A8)

denote transition events. For this model,

�⌃�1 =

" 1
d0+p⌘ 0⇣

�p⌘
p⌘+d0

⌘
1

�S⇤+m
1

�S⇤+m

#
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As a consequence, the basic reproduction number is:

R0 =
qb0(1� S⇤/K)

d0 + p⌘
+

��S⇤

�S⇤ +m

✓
p⌘

p⌘ + d0

◆
(A10)
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equations:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dI

dt
=

logistic growthz }| {
b0I (1 � N/K)+

infectionz }| {
�SV �

cell deathz}|{
d0I

dV

dt
=

virion productionz}|{
↵I �

infectionz }| {
�SV �

viral decayz}|{
mV

(9)

in which the total number of cells is denoted as N = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ + m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as

Rchron ⌘

horizontalz }| {
↵

d0

✓
�S⇤

�S⇤ + m

◆
+

verticalz }| {
b0(1 � S⇤/K)

d0 > 1. (10)

This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide
one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 6: Schematic of cell-centric counting of the basic repro-
duction number of chronic viruses. In this example, the moth-
er virus divides once, yielding a vertical R0 of 1. The mother
virus chronically produces multiple virions of which 2 infect
new cells, yielding a horizontal R0 of 2. The total is 3, i.e.,
the sum of horizontal and vertical components.
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.

VI. DISCUSSION

We have proposed a unified theoretical framework to
calculate the spread of viral strategies across a continu-
um from lysis to lysogeny. By defining viral reproduction
in terms of infected cells, we are able to directly com-
pare the spread of obligately lytic viruses, latent viruses,

4

0Mother

LysisEntry

3Progeny

2Progeny

1Progeny

Rhor = 3Obligately lytic viruses

Burst

Infection

FIG. 2: Schematic of cell-centric counting of the reproduction
of obligately lytic viruses. Here, the mother virus generates
dozens, if not hundreds of virions, most of these decay or are
otherwise removed from the environment. Only three viri-
ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-

tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dL

dt
=

lysogen growthz }| {
qb0L (1 � N/K)+

infectionz }| {
�SV �

lysisz}|{
p⌘L �

cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L �

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL

dt
=

✓
b0

✓
1 � S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣

b0
⇣
1 � S⇤

K

⌘
� d0

⌘
>

0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
1 � S⇤

K

⌘

d0 > 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
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Appendix A: Next-generation matrix approach for
calculating viral invasion

The next-generation matrix (NGM) approach can be used to
calculate R0 in mathematical models of interactions between cells
and viruses. We follow the convention of Dieckmann and colleagues
in analyzing the subset of the model including infected subclass-
es [32]. In the case of viruses of microbes, we denote those infected
subclasses to include any population type that has an infectious
viral genome, i.e., both infected cells and virus particles.

1. Obligately lytic interactions

The main text considers a model of interactions between obli-
gately lytic viruses and cellular hosts. Here, we modify this model
to consider the dynamics of susceptible cells, infected cells, and

virus particles:

dS

dt
=

logistic growth
z }| {
bS (1 �N/K)�

infection
z }| {
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cell death
z}|{
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dt
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z}|{
d0I

dV
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viral decay
z}|{
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(A1)

We linearize the dynamics around the virus-free equilibrium,
(S⇤, 0, 0) where S⇤ = K(1 � d/b), and focus on the infected sub-
system of X(t) = [I(t) V (t)]|. The linearized infected subsystem
dynamics can be written as Ẋ = (T + ⌃)X where

T =


0 �S⇤

0 0

�
(A2)

denote transmissions events (i.e., corresponding to epidemiological
births) and

⌃ =


�⌘ � d0 0

�⌘ ��S⇤ �m

�
(A3)

denote transition events (i.e., corresponding to changes in the state
of viral genomes, including loss of infections). Via the NGM the-
ory, the basic reproduction number R0 corresponds to the largest
eigenvalue of the matrix �T⌃�1. The i, j matrix elements of ⌃�1

correspond to the expected duration in state i of a viral genome
that begins in state j. For this model,

�⌃�1 =

" 1
⌘+d0 0

�
�S⇤+m
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As a consequence, the basic reproduction number is:

Rhor =
��S⇤

�S⇤ + m

✓
⌘

⌘ + d0

◆
(A5)

2. Temperate-like strategies

Consider the dynamics of susceptible cells, infected cells (which
denote lysogens), and virus particles:
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dt
=

logistic growth
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bS (1 �N/K)�

infection
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(A6)

where N = S + I is the total cell population density. As before, we
linearize the dynamics around the virus-free equilibrium, (S⇤, 0, 0)
where S⇤ = K(1 � d/r), and focus on the infected subsystem of
X(t) = [L(t) V (t)]|. The linearized infected subsystem dynamics
can be written as Ẋ = (T + ⌃)X where

T =


qb0(1 � S⇤/K) �S⇤

0 0

�
(A7)

denote transmission events and

⌃ =


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denote transition events. For this model,
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As a consequence, the basic reproduction number is:

R0 =
qb0(1 � S⇤/K)

d0 + p⌘
+

��S⇤

�S⇤ + m

✓
p⌘

p⌘ + d0

◆
(A10)

Technical note:
All of these basic reproduction 
numbers were calculated using the 
‘Next-generation matrix’ (NGM) 
method, popularized by Diekmann
et al. J. Roy. Soc. Interface (2010). Yet 
results from NGM recipes become 
hard to interpret when infection 
modes traverse paths.

To come soon:
New interpretable approach to 
analyzing generalized infection 
dynamics (including lysis, latency, and 
switches between).

Li, Cortez & Weitz, in prep



A broader perspective:

Wait, isn’t “R0” a concept from epidemiology?

And you told me that viruses were predators?

Yes, I did.

But, viruses are obligate intracellular parasites, and so 
it is time to unify the eco-evolutionary study of virus 
dynamics (as applied to viruses of microbes) with the 
epidemiological study of virus dynamics.

47



S I R

�

TI

SIR model: susceptible-infected-recovered



S I R

�

TI

SIR model: susceptible-infected-recovered

dS

dt
= ��S

I

N
dI

dt
= �I

S

N
� I

TI

dR

dt
=

I

TI



S I R

�

TI

SIR model: susceptible-infected-recovered

dS

dt
= ��S

I

N
dI

dt
= �I

S

N
� I

TI

dR

dt
=

I

TI



S I R

�

TI

At onset S ⇡ N

Infected population changes exponentially at 
onset of an epidemic

dI

dt
= �I

S

N
� I

TI

dI

dt
⇡ I

�TI � 1

TI



S I R

�

TI

At onset S ⇡ N

Infected population changes exponentially at 
onset of an epidemic

dI

dt
= �I

S

N
� I

TI

dI

dt
⇡ I

�TI � 1

TI



S I R

�

TI

At onset S ⇡ N

Infected population changes exponentially at 
onset of an epidemic

dI

dt
= �I

S

N
� I

TI

dI

dt
⇡ I

�TI � 1

TI



S I R

�

TI

At onset S ⇡ N

Infected population changes exponentially at 
onset of an epidemic
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dt
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� I

TI

dI

dt
⇡ I

�TI � 1

TI

R0: # of infections due to 
a single infectious individual 
in an otherwise susceptible 
population.
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R0 increases with TI (infectious period) even with the same initial speed, i.e. it 
is not the same as growth rate.
(see Park, Champredon, Weitz & Dushoff, Epidemics, 2019)
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are the growth rates of the sensitive and resistant cell populations, respec- 
tively. The parameters as and aR, are the selection coefftcients; if positive, 
these cell lines are less fit than lysogens and if negative, more fit. With this 
change in parameters, for the situation of lysogens, sensitive cells, and 
temperate phage, the model specified by Eqs. (1.1~(1.6) takes the form 

i = p(C - r) - ety(r)(L t (1 - a,)S), (3.1) 

i=yl(r)L tA&ST-(ptrtr)L, (3.2) 
j = (1 - a,) y(r)S - 6, ST t SL - pS, (3.3) 

f=i&L t&(1 -1)6,ST-S,LT-PT. (3.4) 

It is intuitively reasonable that if the lysogens can be maintained in the 
habitat and there is a positive rate of segregation, sensitive cells will be 
produced and will continue to be present. The frequency of sensitive cells 
would depend on the rate of segregation, their growth rate relative to the 
lysogens, and the phage infection parameters. With a finite rate of 
segregation it is not possible for the temperate phage to persist without 
sensitive cells also being present. However, if the sensitive cells have an 
adequate growth rate advantage and the phage are unable to be sustained in 
populations of just sensitive cells, then it is possible that the presence of 
sensitive bacteria will lead to the elimination of lysogens and free temperate 
phage. Therefore in this consideration of existence conditions, it is critical to 
know the conditions under which the temperate phage can invade a 
population of sensitive cells and their fate following invasion. If, in fact, they 
can invade, then as long as there is a positive probability of lysogeny, there 
will also be a population of lysogens present. 

While these qualitative considerations are straightforward, the formal 
quantitative analysis of invasion conditions and equilibria is a bit more cum- 
bersome. 

Consider the equilibrium values F, s^ when neither lysogen nor temperate 
phage are present. The growth rate of sensitive cells must match their rate of 
loss: 

w,(f) = (1 - as) WV) = P. (3.5) 

Thus from Eq. (3.1) ^ c QP S=(C-i)/e= C- (l-a,)P-p 
)i 

e. 

To see what will happen if a few lysogens and/or temperate phage invade 
this equilibrium system we may neglect terms of the second order in L and T 
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A model of the interactions between populations of temperate and virulent 
bacteriophage with sensitive, lysogenic, and resistant bacteria is presented. In the 
analysis of the properties of this model, particular consideration is given to the 
conditions under which temperate bacteriophage can become established and will 
be maintained in bacterial populations. The effects of the presence of resistant 
bacteria and virulent phage on these “existence” conditions for temperate viruses 
are considered. It is demonstrated that under broad conditions temperate phage will 
be maintained in bacterial populations and will coexist with virulent phage. 
Extrapolating from this formal consideration of the population biology of temperate 
bacteriophage, a number of hypotheses for the conditions under which temperate, 
rather than virulent, modes of phage reproduction are to be anticipated and the 
nature of the selective pressures leading to the evolution and persistence of this 
“benign” type of bacterial virus are reviewed and critically evaluated. Two 
hypotheses for the “advantages of temperance” are championed: (1) As a conse- 
quence of the allelopathic effects of diffusing phage, in physically structured 
habitats, lysogenic colonies are able to sequester resources and, in that way, have 
an advantage when competing with sensitive nonlysogens. (2) Lysogeny is an adap- 
tation for phage to maintain their populations in “hard times,” when the host 
bacterial density oscillates below that necessary for phage to be maintained by lytic 
infection alone. 

Bacteriophage are classified as virulent or temperaie on functional rather 
than evolutionary grounds. For the typical virulent phage, reproduction 
necessarily results in the death of the infected bacterium. They adsorb to 
specific receptor sites on the bacterium and inject their genetic material 
(DNA or RNA), initiating the phage reproduction cycle. After a latent 
period, the cell lyses and infective phage particles are released. Temperate 
phage can also reproduce by this lytic process, but in their case there is a 
certain probability that the injected DNA will enter into a semistable state 
with the bacterium, rather than initiate the lytic process. Then known as a 
prophage, this temperate phage DNA will replicate in the course of cell 
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FIG. 1. The fates of temperate and virulent phage under feast and famine conditions. 
Parameter values: P = 0.7, Q = 4.0, e = 5 X lo-‘, p = 0.2, C, = 2.0, C, = 7.0, c, = 0.97592, 
C, = -12.0, c, = 0.0294, a, = -0.02, I,= 10-3, <= lo-‘, 5 = 10-j, 6, = 1o-9 6, = 
8 X lo-lo, pv = 100, p, = 80. 0, resource concentration; 0, sensitive cells; +, lysogens; X, 
temperate phage; A, virulent phage. 

Fig. 1, in times when resources are more abundant, the densities of all of the 
populations increase. However, following famines, the densitity of the 
virulent phage population is lower than that at the end of the previous period 
of dearth, while that of the temperate phage is correspondingly higher. 

Thus, if the densities of natural populations of bacteria vary substantially 
in the course of time for reasons other than phage infection, and if there are 
extended periods where the densities are too low to support virulent phage, 
this situation would represent a open niche for a temperate mode of phage 
replication. 

APPENDIX 

The choice of the equations to be used to establish the uniqueness of the 
equilibrium is rather arbitrary. The original equations can be combined in 
any number of different ways to get new equations. Some of these will be 
more convenient to use or give sharper bounds than the original equations. 
Each equation is used to give bounds on a variable, but often it can be 
rearranged to give bounds on another variable. At times it may be helpful to 
introduce new variables, combinations of the original ones. 

Feast or Famine Hypothesis
Premise: temperate phage do better when few hosts 
are available and extracellular mortality rate are high.

Caveat: “In spite of the intuitive appeal of this low 
density hypothesis, we are unable to obtain solutions 
consistent with it using the model presented here.”
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lytic pathway, I and free virus particles V , in which the total45

density of cells is denoted as N = S + E + L + I. The growth46

of susceptible hosts is governed by the logistic equation, where47

r is the maximal growth rate and K is the host carrying48

capacity. Susceptible hosts become infected when phage is49

absorbed, which occurs at rate „SV . Infected cells (E) either50

progress down the lytic pathway (with probability 1 ≠ p) or51

the lysogenic pathway (with probability p). Infected cells that52

progress down the lytic pathway (I) undergo lysis at rate ÷,53

the mortality rate is d3. Infected cells that progress down the54

lysogenic pathway (L) reproduce at rate r1(1 ≠ N/K) where55

the maximal growth rate of lysogens is r1, the mortality rate56

of lysogens is d2. Followed by the lysogenization, lysogens57

are induced at rate “. Infected cells in the lytic pathway are58

lysed then produce — free viral particles. Free viral particles59

successfully adsorb to susceptible hosts at rate „S and decay60

at rate m. The life history strategy of a temperate phage is61

defined by two parameters: the probability of progressing62

down the lysogenic pathway (0 Æ p Æ 1) and the rate of63

induction (0 < “min Æ “ Æ “max). Note that induction rate64

“ only makes biological sense for temperate viral strategies65

(p > 0), because the viruses with exclusively lytic strategy66

(p = 0) will never enter the lysogenic cycle.

Present Model
Resource-implicit model with 
explicit infections.
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Fig. 1. Schematic of Stewart and Levin, 1984 model (resource-explicit model

with implicit infections), Berngruber et al, 2013 model (resource-implicit

model with implicit infections) and the present model (resource-implicit

model with explicit infections, see equations 1). The nonlinear dynamics

for each model are presented in the appendix.
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Results69

Viral invasion analysis. The spread of viruses in a parasite-
free environment can be analyzed in terms of the basic repro-
duction number R0, i.e., a pathogen is expected to invade
when R0 > 1. In the context of virus-microbe dynamics,

R0 is described as average number of new infected cells pro-
duced by a single (typical) infected cell and its progeny virions
in an otherwise susceptible population (Weitz, et al, 2018).
The Next-Generation Matrix (NGM) approach is a standard
method to calculate basic reproduction number R0. The basic
reproduction number R0 corresponds to the largest eigenvalue
of NGM �. We will evaluate R0 for each model and unify
the calculations and interpretations of three models’ R0 by
Levins’ loop analysis.
NGM - Present Model. The parasite-free steady-state
density of susceptible hosts is denoted by Sú, NGM for the
present model is a two by two matrix,

�11 =

EæL˙ ˝¸ ˚1
p–

– + d1

2
LæI˙ ˝¸ ˚3

“
“ + d2

4
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„Sú

„Sú + m

4

+

EæI˙ ˝¸ ˚3
(1 ≠ p)–
– + d1

4
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„Sú

„Sú + m

4

�22 =

LæL˙ ˝¸ ˚
r1(1 ≠ Sú/K)

“ + d2

�12 =

LæI˙ ˝¸ ˚3
“

“ + d2

4
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„Sú

„Sú + m

4

�21 =

EæL˙ ˝¸ ˚1
p–

– + d1

2
LæL˙ ˝¸ ˚

r1(1 ≠ Sú/K)
“ + d2

.

[2]

The element �ij (for any i, j = 1, 2) is interpreted as the 70

expected number of new infected individuals with state-at- 71

infection i, generated by one individual at state-at-infection 72

j. There are only two states (E and L) in which the individ- 73

uals can produce new infected individuals, here the state-at- 74

infection 1 is E and state-at-infection 2 is L. Rewriting NGM 75

in a compact form as equation (3) 76

� =
5

RhorÂ“p + (1 ≠ p)Rhor Rhor (Â“/Â–)
RverpÂ–(1 ≠ Â“) Rver(1 ≠ Â“)

6
[3]

where Â“ = “/(“ +d2) is the probability induction occurs before 77

decay, Â– = –/(– + d1) is the probability exposed cells enter 78

the lytic or lysogenic pathway before cell death, and 79

Rhor(Sú) =

EæI˙ ˝¸ ˚1
–

– + d1

2
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„Sú

„Sú + m

4
,

Rver(Sú) =

LæL˙ ˝¸ ˚
r1(1 ≠ Sú/K)

d2

[4]

represent the basic reproduction numbers of pathogens with
purely lytic strategy (p = 0) and pathogens with exclusively
lysogenic strategy (p = 1, “ = 0) respectively.
NGM - Berngruber at al, 2013. The nonlinear dynamics
of resource-implicit model with implicit infections (Berngruber
at al, 2013) is presented in appendix. The stationary hosts
density in the parasite-free environment is denoted by Sú and
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when Rhor > Rver. In contrast, purely lysogenic strategy144

maximizes R0 when Rhor < Rver.145

For the resource-implicit models, e.g., the present model and146

the model developed by Berngruber at al, the parasite-free147

environment means susceptible hosts abundance Sú. The hor-148

izontal reproduction number (Rhor) is an increasing function149

of susceptible hosts density (Sú). This is intuitive, when there150

are more hosts around then the probability of free viral parti-151

cles adsorb to susceptible hosts increases, therefore, the value152

of horizontal transmission increases. Similarly, the vertical153

reproduction number (Rver) is a decreasing function of sus-154

ceptible hosts density. This is intuitive as well, when there155

are fewer hosts around then niche competition decreases and156

so the birth rate of lysogens increases, and so the value of157

vertical transmission increases. For example, Rver(Sú) and158

Rhor(Sú) of the present model are shown in equation (4).159

Note that Rver and Rhor cross at a critical value Sc such160

that Rver(Sc) = Rver(Sc). As a consequence, the condition161

of Rhor vs. Rver can be restated in terms of susceptible hosts162

density Sú in the resource-implicit models. It’s seen that163

lysogeny is favored at low host abundances, i.e., Sú < Sc, lysis164

is favored at high host abundances, i.e., Sú > Sc. In addition,165

if a virus is better entering lysogenic pathway at the start then166

it is better staying in lysogeny, which implies low induction167

rate.168

Using resource-explicit model (e.g., Stewart and Levin, 1984),169

we can analyze the joint e�ect of resource level and hosts abun-170

dance on the viral invasion strategy. From Stewart and Levin’s171

model, exclusively vertical transmission fitness Rver(Rú) is172

shown as the monotone increasing function of resource con-173

centration Rú, and exclusively horizontal transmission fitness174

Rhor(Sú) is shown as the monotone increasing function of175

hosts abundance Sú. The analysis shows that lysis is favored176

in high cell abundances and low resources, lysogeny is favored177

in low cell abundances and high resources. Figure 3 shows178

three models all are agree with, the viral strategy that maxi-179

mizes R0 is always a purely lytic or a purely lysogenic strategy180

and which strategy maximizes R0 depends on the parasite-free181

state(s).182

The analysis above focuses on the short-term invasion sce-183

narios, R0 measures the short term viral invasion fitness at184

individual level, yet the exponential growth rate of viruses185

measures the fitness at population level which is denoted by ‡.186

It’s known that both quantities can be used as the criterion to187

predict the viral invasion (sign{R0 ≠ 1} = sign{‡}). Previous188

works (ref Cortez and Weitz, 2013, Lion and Metz, 2018) show189

that maximization of R0 does not imply maximization of expo-190

nential growth rate ‡. Using numerical simulations we see that191

the strategy that maximizes R0 and is not always the same192

as the strategy that maximizes ‡. The numerical results yield193

the the strategy that maximizes R0 are qualitatively similar194

to the strategy that maximizes ‡, both are either the purely195

lytic or purely lysogenic strategy, however, the critical hosts196

densities (strategy switches across the critical hosts density)197

are di�erent, see appendix for a numerical example.198

Pairwise competition outcomes. Our analysis presented so far199

has focused on short-term invasion scenarios. The maximal200

viral invasion strategies are not guaranteed to be evolutionary201

stable, in other words, maximization of R0 can not predict202

long-term evolutionary dynamics (in general). The goal in this203

section is to determine when strategies with higher R0 cannot204

Fig. 3. Dependency of R0
on optimal infection mode given variations in parasite-free

environments. Analysis of present model (top row) and Berngruber et al model (middle

row) shows that purely lysogenic strategy with low induction (p = 1, “ = “min)

maximizes R0
when Sú

is low, whereas purely lytic strategy (p = 0) maximizes

R0
when Sú

is high. Analysis of Stewart and Levin, 1984 model shows that purely

lysogenic strategy with low induction (p = 1, “ = “min) maximizes R0
when Rú

is high and Sú
is low, whereas purely lytic strategy (p = 0) maximizes R0

when Rú

is low and Sú
is high. See model parameters in appendix.

be invaded by strategies with lower R0. From the typical 205

approach to evolutionary invasion analyses, we assume the 206

resident pathogen population reaches a stable endemic equi- 207

librium with a resident strategy (pr, “r). We then introduce 208

a few mutants with viral strategy (pm, “m) and determine if 209

they can invade the resident’s equilibrium. In this section, we 210

will focus on the resident-mutant competition system based 211

on our present model. As shown in the appendix, the pairwise 212

competition outcomes are summarized as followings, 213

• If Rver(Sú) > Rhor(Sú), then higher R0 cannot be in- 214

vaded by lower R0 unconditionally. 215

• If Rver(Sú) < Rhor(Sú), then higher R0 cannot be in- 216

vaded by lower R0 when Rver
r (N) < Rhor

r (S), otherwise, 217

lower R0 can invade higher R0. 218

Note that Rhor
r (S) and Rver

r (N) are horizontal and vertical 219

reproduction numbers of mutants at resident endemic equilib- 220

rium 221

Rhor
r (S) =

EæI˙ ˝¸ ˚1
–

– + d1

2
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„S

„S + m

4
,

Rver
r (N) =

LæL˙ ˝¸ ˚
r1(1 ≠ N/K)

d2

[10]

with total resident host density at steady state N = S + E + 222

L + I. The pairwise strategy competition results present the 223

evolutionary reasoning of being temperate. 224
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lytic pathway, I and free virus particles V , in which the total45

density of cells is denoted as N = S + E + L + I. The growth46

of susceptible hosts is governed by the logistic equation, where47

r is the maximal growth rate and K is the host carrying48

capacity. Susceptible hosts become infected when phage is49

absorbed, which occurs at rate „SV . Infected cells (E) either50

progress down the lytic pathway (with probability 1 ≠ p) or51

the lysogenic pathway (with probability p). Infected cells that52

progress down the lytic pathway (I) undergo lysis at rate ÷,53

the mortality rate is d3. Infected cells that progress down the54

lysogenic pathway (L) reproduce at rate r1(1 ≠ N/K) where55

the maximal growth rate of lysogens is r1, the mortality rate56

of lysogens is d2. Followed by the lysogenization, lysogens57

are induced at rate “. Infected cells in the lytic pathway are58

lysed then produce — free viral particles. Free viral particles59

successfully adsorb to susceptible hosts at rate „S and decay60

at rate m. The life history strategy of a temperate phage is61

defined by two parameters: the probability of progressing62

down the lysogenic pathway (0 Æ p Æ 1) and the rate of63

induction (0 < “min Æ “ Æ “max). Note that induction rate64

“ only makes biological sense for temperate viral strategies65

(p > 0), because the viruses with exclusively lytic strategy66

(p = 0) will never enter the lysogenic cycle.
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explicit infections.

S VInfection EUptake & 
growth I

In
te

gr
at

io
n

Active

In
du

ct
io

n

Uptake & 
growth

S VInfection IUptake & 
growth

Uptake & 
growth

Berngruber et al, 2013
Resource-implicit model 
with implicit infections.

S VInfection L
Uptake & 
growth

Stewart and Levin, 1984
Resource-explicit model 
with implicit infections 

Uptake & 
growth

Induction 
and

Lysis

R

Resource
supply

L

Induction 
and

Lysis

Lysis

Fig. 1. Schematic of Stewart and Levin, 1984 model (resource-explicit model

with implicit infections), Berngruber et al, 2013 model (resource-implicit

model with implicit infections) and the present model (resource-implicit

model with explicit infections, see equations 1). The nonlinear dynamics

for each model are presented in the appendix.
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Results69

Viral invasion analysis. The spread of viruses in a parasite-
free environment can be analyzed in terms of the basic repro-
duction number R0, i.e., a pathogen is expected to invade
when R0 > 1. In the context of virus-microbe dynamics,

R0 is described as average number of new infected cells pro-
duced by a single (typical) infected cell and its progeny virions
in an otherwise susceptible population (Weitz, et al, 2018).
The Next-Generation Matrix (NGM) approach is a standard
method to calculate basic reproduction number R0. The basic
reproduction number R0 corresponds to the largest eigenvalue
of NGM �. We will evaluate R0 for each model and unify
the calculations and interpretations of three models’ R0 by
Levins’ loop analysis.
NGM - Present Model. The parasite-free steady-state
density of susceptible hosts is denoted by Sú, NGM for the
present model is a two by two matrix,
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[2]

The element �ij (for any i, j = 1, 2) is interpreted as the 70

expected number of new infected individuals with state-at- 71

infection i, generated by one individual at state-at-infection 72

j. There are only two states (E and L) in which the individ- 73

uals can produce new infected individuals, here the state-at- 74

infection 1 is E and state-at-infection 2 is L. Rewriting NGM 75

in a compact form as equation (3) 76

� =
5

RhorÂ“p + (1 ≠ p)Rhor Rhor (Â“/Â–)
RverpÂ–(1 ≠ Â“) Rver(1 ≠ Â“)

6
[3]

where Â“ = “/(“ +d2) is the probability induction occurs before 77

decay, Â– = –/(– + d1) is the probability exposed cells enter 78

the lytic or lysogenic pathway before cell death, and 79

Rhor(Sú) =

EæI˙ ˝¸ ˚1
–

– + d1

2
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
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„Sú

„Sú + m

4
,

Rver(Sú) =

LæL˙ ˝¸ ˚
r1(1 ≠ Sú/K)

d2

[4]

represent the basic reproduction numbers of pathogens with
purely lytic strategy (p = 0) and pathogens with exclusively
lysogenic strategy (p = 1, “ = 0) respectively.
NGM - Berngruber at al, 2013. The nonlinear dynamics
of resource-implicit model with implicit infections (Berngruber
at al, 2013) is presented in appendix. The stationary hosts
density in the parasite-free environment is denoted by Sú and
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when Rhor > Rver. In contrast, purely lysogenic strategy144

maximizes R0 when Rhor < Rver.145

For the resource-implicit models, e.g., the present model and146

the model developed by Berngruber at al, the parasite-free147

environment means susceptible hosts abundance Sú. The hor-148

izontal reproduction number (Rhor) is an increasing function149

of susceptible hosts density (Sú). This is intuitive, when there150

are more hosts around then the probability of free viral parti-151

cles adsorb to susceptible hosts increases, therefore, the value152

of horizontal transmission increases. Similarly, the vertical153

reproduction number (Rver) is a decreasing function of sus-154

ceptible hosts density. This is intuitive as well, when there155

are fewer hosts around then niche competition decreases and156

so the birth rate of lysogens increases, and so the value of157

vertical transmission increases. For example, Rver(Sú) and158

Rhor(Sú) of the present model are shown in equation (4).159

Note that Rver and Rhor cross at a critical value Sc such160

that Rver(Sc) = Rver(Sc). As a consequence, the condition161

of Rhor vs. Rver can be restated in terms of susceptible hosts162

density Sú in the resource-implicit models. It’s seen that163

lysogeny is favored at low host abundances, i.e., Sú < Sc, lysis164

is favored at high host abundances, i.e., Sú > Sc. In addition,165

if a virus is better entering lysogenic pathway at the start then166

it is better staying in lysogeny, which implies low induction167

rate.168

Using resource-explicit model (e.g., Stewart and Levin, 1984),169

we can analyze the joint e�ect of resource level and hosts abun-170

dance on the viral invasion strategy. From Stewart and Levin’s171

model, exclusively vertical transmission fitness Rver(Rú) is172

shown as the monotone increasing function of resource con-173

centration Rú, and exclusively horizontal transmission fitness174

Rhor(Sú) is shown as the monotone increasing function of175

hosts abundance Sú. The analysis shows that lysis is favored176

in high cell abundances and low resources, lysogeny is favored177

in low cell abundances and high resources. Figure 3 shows178

three models all are agree with, the viral strategy that maxi-179

mizes R0 is always a purely lytic or a purely lysogenic strategy180

and which strategy maximizes R0 depends on the parasite-free181

state(s).182

The analysis above focuses on the short-term invasion sce-183

narios, R0 measures the short term viral invasion fitness at184

individual level, yet the exponential growth rate of viruses185

measures the fitness at population level which is denoted by ‡.186

It’s known that both quantities can be used as the criterion to187

predict the viral invasion (sign{R0 ≠ 1} = sign{‡}). Previous188

works (ref Cortez and Weitz, 2013, Lion and Metz, 2018) show189

that maximization of R0 does not imply maximization of expo-190

nential growth rate ‡. Using numerical simulations we see that191

the strategy that maximizes R0 and is not always the same192

as the strategy that maximizes ‡. The numerical results yield193

the the strategy that maximizes R0 are qualitatively similar194

to the strategy that maximizes ‡, both are either the purely195

lytic or purely lysogenic strategy, however, the critical hosts196

densities (strategy switches across the critical hosts density)197

are di�erent, see appendix for a numerical example.198

Pairwise competition outcomes. Our analysis presented so far199

has focused on short-term invasion scenarios. The maximal200

viral invasion strategies are not guaranteed to be evolutionary201

stable, in other words, maximization of R0 can not predict202

long-term evolutionary dynamics (in general). The goal in this203

section is to determine when strategies with higher R0 cannot204

Fig. 3. Dependency of R0
on optimal infection mode given variations in parasite-free

environments. Analysis of present model (top row) and Berngruber et al model (middle

row) shows that purely lysogenic strategy with low induction (p = 1, “ = “min)

maximizes R0
when Sú

is low, whereas purely lytic strategy (p = 0) maximizes

R0
when Sú

is high. Analysis of Stewart and Levin, 1984 model shows that purely

lysogenic strategy with low induction (p = 1, “ = “min) maximizes R0
when Rú

is high and Sú
is low, whereas purely lytic strategy (p = 0) maximizes R0

when Rú

is low and Sú
is high. See model parameters in appendix.

be invaded by strategies with lower R0. From the typical 205

approach to evolutionary invasion analyses, we assume the 206

resident pathogen population reaches a stable endemic equi- 207

librium with a resident strategy (pr, “r). We then introduce 208

a few mutants with viral strategy (pm, “m) and determine if 209

they can invade the resident’s equilibrium. In this section, we 210

will focus on the resident-mutant competition system based 211

on our present model. As shown in the appendix, the pairwise 212

competition outcomes are summarized as followings, 213

• If Rver(Sú) > Rhor(Sú), then higher R0 cannot be in- 214

vaded by lower R0 unconditionally. 215

• If Rver(Sú) < Rhor(Sú), then higher R0 cannot be in- 216

vaded by lower R0 when Rver
r (N) < Rhor

r (S), otherwise, 217

lower R0 can invade higher R0. 218

Note that Rhor
r (S) and Rver

r (N) are horizontal and vertical 219

reproduction numbers of mutants at resident endemic equilib- 220

rium 221

Rhor
r (S) =

EæI˙ ˝¸ ˚1
–

– + d1

2
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
V æE˙ ˝¸ ˚3
„S

„S + m

4
,

Rver
r (N) =

LæL˙ ˝¸ ˚
r1(1 ≠ N/K)

d2

[10]

with total resident host density at steady state N = S + E + 222

L + I. The pairwise strategy competition results present the 223

evolutionary reasoning of being temperate. 224

4 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Lead author last name et al.

p

p

�

�

Probability of lysogeny upon infection

Probability rate of induction



63

Why Be Temperate? Ala Stewart and Levin, 1984

DRAFT

lytic pathway, I and free virus particles V , in which the total45

density of cells is denoted as N = S + E + L + I. The growth46

of susceptible hosts is governed by the logistic equation, where47

r is the maximal growth rate and K is the host carrying48

capacity. Susceptible hosts become infected when phage is49

absorbed, which occurs at rate „SV . Infected cells (E) either50

progress down the lytic pathway (with probability 1 ≠ p) or51

the lysogenic pathway (with probability p). Infected cells that52

progress down the lytic pathway (I) undergo lysis at rate ÷,53

the mortality rate is d3. Infected cells that progress down the54

lysogenic pathway (L) reproduce at rate r1(1 ≠ N/K) where55

the maximal growth rate of lysogens is r1, the mortality rate56

of lysogens is d2. Followed by the lysogenization, lysogens57

are induced at rate “. Infected cells in the lytic pathway are58

lysed then produce — free viral particles. Free viral particles59

successfully adsorb to susceptible hosts at rate „S and decay60

at rate m. The life history strategy of a temperate phage is61

defined by two parameters: the probability of progressing62

down the lysogenic pathway (0 Æ p Æ 1) and the rate of63

induction (0 < “min Æ “ Æ “max). Note that induction rate64

“ only makes biological sense for temperate viral strategies65

(p > 0), because the viruses with exclusively lytic strategy66

(p = 0) will never enter the lysogenic cycle.
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Fig. 1. Schematic of Stewart and Levin, 1984 model (resource-explicit model

with implicit infections), Berngruber et al, 2013 model (resource-implicit

model with implicit infections) and the present model (resource-implicit

model with explicit infections, see equations 1). The nonlinear dynamics

for each model are presented in the appendix.

67

68

Results69

Viral invasion analysis. The spread of viruses in a parasite-
free environment can be analyzed in terms of the basic repro-
duction number R0, i.e., a pathogen is expected to invade
when R0 > 1. In the context of virus-microbe dynamics,

R0 is described as average number of new infected cells pro-
duced by a single (typical) infected cell and its progeny virions
in an otherwise susceptible population (Weitz, et al, 2018).
The Next-Generation Matrix (NGM) approach is a standard
method to calculate basic reproduction number R0. The basic
reproduction number R0 corresponds to the largest eigenvalue
of NGM �. We will evaluate R0 for each model and unify
the calculations and interpretations of three models’ R0 by
Levins’ loop analysis.
NGM - Present Model. The parasite-free steady-state
density of susceptible hosts is denoted by Sú, NGM for the
present model is a two by two matrix,
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[2]

The element �ij (for any i, j = 1, 2) is interpreted as the 70

expected number of new infected individuals with state-at- 71

infection i, generated by one individual at state-at-infection 72

j. There are only two states (E and L) in which the individ- 73

uals can produce new infected individuals, here the state-at- 74

infection 1 is E and state-at-infection 2 is L. Rewriting NGM 75

in a compact form as equation (3) 76

� =
5

RhorÂ“p + (1 ≠ p)Rhor Rhor (Â“/Â–)
RverpÂ–(1 ≠ Â“) Rver(1 ≠ Â“)

6
[3]

where Â“ = “/(“ +d2) is the probability induction occurs before 77

decay, Â– = –/(– + d1) is the probability exposed cells enter 78

the lytic or lysogenic pathway before cell death, and 79

Rhor(Sú) =

EæI˙ ˝¸ ˚1
–

– + d1

2
IæV˙ ˝¸ ˚3
— ÷

÷ + d3

4
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„Sú + m

4
,

Rver(Sú) =

LæL˙ ˝¸ ˚
r1(1 ≠ Sú/K)

d2

[4]

represent the basic reproduction numbers of pathogens with
purely lytic strategy (p = 0) and pathogens with exclusively
lysogenic strategy (p = 1, “ = 0) respectively.
NGM - Berngruber at al, 2013. The nonlinear dynamics
of resource-implicit model with implicit infections (Berngruber
at al, 2013) is presented in appendix. The stationary hosts
density in the parasite-free environment is denoted by Sú and

2 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Lead author last name et al.DRAFT

when Rhor > Rver. In contrast, purely lysogenic strategy144

maximizes R0 when Rhor < Rver.145

For the resource-implicit models, e.g., the present model and146

the model developed by Berngruber at al, the parasite-free147

environment means susceptible hosts abundance Sú. The hor-148

izontal reproduction number (Rhor) is an increasing function149

of susceptible hosts density (Sú). This is intuitive, when there150

are more hosts around then the probability of free viral parti-151

cles adsorb to susceptible hosts increases, therefore, the value152

of horizontal transmission increases. Similarly, the vertical153

reproduction number (Rver) is a decreasing function of sus-154

ceptible hosts density. This is intuitive as well, when there155

are fewer hosts around then niche competition decreases and156

so the birth rate of lysogens increases, and so the value of157

vertical transmission increases. For example, Rver(Sú) and158

Rhor(Sú) of the present model are shown in equation (4).159

Note that Rver and Rhor cross at a critical value Sc such160

that Rver(Sc) = Rver(Sc). As a consequence, the condition161

of Rhor vs. Rver can be restated in terms of susceptible hosts162

density Sú in the resource-implicit models. It’s seen that163

lysogeny is favored at low host abundances, i.e., Sú < Sc, lysis164

is favored at high host abundances, i.e., Sú > Sc. In addition,165

if a virus is better entering lysogenic pathway at the start then166

it is better staying in lysogeny, which implies low induction167

rate.168

Using resource-explicit model (e.g., Stewart and Levin, 1984),169

we can analyze the joint e�ect of resource level and hosts abun-170

dance on the viral invasion strategy. From Stewart and Levin’s171

model, exclusively vertical transmission fitness Rver(Rú) is172

shown as the monotone increasing function of resource con-173

centration Rú, and exclusively horizontal transmission fitness174

Rhor(Sú) is shown as the monotone increasing function of175

hosts abundance Sú. The analysis shows that lysis is favored176

in high cell abundances and low resources, lysogeny is favored177

in low cell abundances and high resources. Figure 3 shows178

three models all are agree with, the viral strategy that maxi-179

mizes R0 is always a purely lytic or a purely lysogenic strategy180

and which strategy maximizes R0 depends on the parasite-free181

state(s).182

The analysis above focuses on the short-term invasion sce-183

narios, R0 measures the short term viral invasion fitness at184

individual level, yet the exponential growth rate of viruses185

measures the fitness at population level which is denoted by ‡.186

It’s known that both quantities can be used as the criterion to187

predict the viral invasion (sign{R0 ≠ 1} = sign{‡}). Previous188

works (ref Cortez and Weitz, 2013, Lion and Metz, 2018) show189

that maximization of R0 does not imply maximization of expo-190

nential growth rate ‡. Using numerical simulations we see that191

the strategy that maximizes R0 and is not always the same192

as the strategy that maximizes ‡. The numerical results yield193

the the strategy that maximizes R0 are qualitatively similar194

to the strategy that maximizes ‡, both are either the purely195

lytic or purely lysogenic strategy, however, the critical hosts196

densities (strategy switches across the critical hosts density)197

are di�erent, see appendix for a numerical example.198

Pairwise competition outcomes. Our analysis presented so far199

has focused on short-term invasion scenarios. The maximal200

viral invasion strategies are not guaranteed to be evolutionary201

stable, in other words, maximization of R0 can not predict202

long-term evolutionary dynamics (in general). The goal in this203

section is to determine when strategies with higher R0 cannot204

Fig. 3. Dependency of R0
on optimal infection mode given variations in parasite-free

environments. Analysis of present model (top row) and Berngruber et al model (middle

row) shows that purely lysogenic strategy with low induction (p = 1, “ = “min)

maximizes R0
when Sú

is low, whereas purely lytic strategy (p = 0) maximizes

R0
when Sú

is high. Analysis of Stewart and Levin, 1984 model shows that purely

lysogenic strategy with low induction (p = 1, “ = “min) maximizes R0
when Rú

is high and Sú
is low, whereas purely lytic strategy (p = 0) maximizes R0

when Rú

is low and Sú
is high. See model parameters in appendix.

be invaded by strategies with lower R0. From the typical 205

approach to evolutionary invasion analyses, we assume the 206

resident pathogen population reaches a stable endemic equi- 207

librium with a resident strategy (pr, “r). We then introduce 208

a few mutants with viral strategy (pm, “m) and determine if 209

they can invade the resident’s equilibrium. In this section, we 210

will focus on the resident-mutant competition system based 211

on our present model. As shown in the appendix, the pairwise 212

competition outcomes are summarized as followings, 213

• If Rver(Sú) > Rhor(Sú), then higher R0 cannot be in- 214

vaded by lower R0 unconditionally. 215

• If Rver(Sú) < Rhor(Sú), then higher R0 cannot be in- 216

vaded by lower R0 when Rver
r (N) < Rhor

r (S), otherwise, 217

lower R0 can invade higher R0. 218

Note that Rhor
r (S) and Rver

r (N) are horizontal and vertical 219

reproduction numbers of mutants at resident endemic equilib- 220

rium 221
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2
IæV˙ ˝¸ ˚3
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4
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4
,
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r (N) =
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[10]

with total resident host density at steady state N = S + E + 222

L + I. The pairwise strategy competition results present the 223

evolutionary reasoning of being temperate. 224
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Perspectives and Directions

1. Lysogeny and other forms of chronic/inefficient infections remain 
under-studied, particularly in relevant, ecological contexts.

2. We examine fitness of viruses that infect microbes by adapting the 
epidemiological concept of the basic reproduction number “R0”.

3. R0 framework reveals mechanisms and broad ecological drivers for 
why lysogeny can outperform lysis (at least in the short term).

4. Ongoing work: extension to evolutionary dynamics, both within 
and between strategy classes.

5. Many open questions remain:  viral competition within hosts, 
feedback between strategies and ecosystem functioning, and 
relevance of non-lytic strategies in situ…



And one last question…
what is a virus?

Virion Lysogen Lytically
Infected cell
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M13. The dynamics of viruses, V , chronically infected
cells, I, and susceptible microbial cells, S, can be mod-
eled using the following system of nonlinear di↵erential
equations:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dI

dt
=

logistic growthz }| {
b0I (1 � N/K)+

infectionz }| {
�SV �

cell deathz}|{
d0I

dV

dt
=

virion productionz}|{
↵I �

infectionz }| {
�SV �

viral decayz}|{
mV

(9)

in which the total number of cells is denoted asN = S+I.
Although it can be remapped to the latency model, this
system of equations represents distinct mechanistic pro-
cesses, including establishment of a chronically infected
cell and release of virions from chronically infected cells
without lysis at a per-capita rate ↵. As such, we expect
that both vertical and horizontal transmission can take
place concurrently.

As before, consider a newly infected cell in an environ-
ment in which all other cells are susceptible and there
are no additional virus particles. The chronic cell will
remain viable for an average duration of 1/d0. In that
time, the chronic cell will produce new virions at a rate
↵, of which only �S⇤/ (�S⇤ +m) will survive to enter
another cell. This is the horizontal component of repro-
duction for the chronic cell. Concurrently in that time,
the chronic cell will divide at a rate b0(1 � N/K). This
is the vertical component of reproduction for the chronic
cell. Hence a chronic virus will spread at the population
scale, on average, as long as

Rchron ⌘

horizontalz }| {
↵

d0

✓
�S⇤

�S⇤ +m

◆
+

verticalz }| {
b0(1 � S⇤/K)

d0
> 1. (10)

This decomposition of reproduction into horizontal and
vertical components (see Figure 6) enables simple and
interpretable calculations (see Appendix for the next-
generation matrix method and derivation).

This analysis shows how the spread of chronic viruses
depends on both infected cell traits and virion-associated
traits. As a consequence, it would suggest that chronic
viruses should evolve adaptations to improve the sum of
horizontal and vertical reproduction. Without trade-o↵s,
this would lead to chronic viruses with arbitrarily high
virion release rates and arbitrarily low cell death rates.
Yet, there will likely be trade-o↵s. For example, increas-
ing the virion production rate, ↵, may improve horizontal
reproduction, but if doing so increases cell death, d0, then
the overall change inRchron may be negative. As a result,
it is possible that chronic viruses could have the largest
reproduction number in an intermediate density regime
(see example in Figure 7). Understanding the pleiotropic
e↵ects of changes to chronic virus genotypes may provide

0Mother

Chronic
production

Entry

Rchron = Rhor + Rver = 3Chronic viruses
(aka persister or producer viruses)

1Progeny

Cell
death

0Mother 0Mother

Rver = 1

Rhor = 2

2Progeny

3Progeny

FIG. 6: Schematic of cell-centric counting of the basic repro-
duction number of chronic viruses. In this example, the moth-
er virus divides once, yielding a vertical R0 of 1. The mother
virus chronically produces multiple virions of which 2 infect
new cells, yielding a horizontal R0 of 2. The total is 3, i.e.,
the sum of horizontal and vertical components.

one route to characterizing the evolution of viral strate-
gies in which both horizontal and vertical transmission
rates operate concurrently [41].
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FIG. 7: Viral strategies with the highest R0 vary with sus-
ceptible host density, including exclusively vertical (bold blue,
left), mixed (bold green, middle), and horizontal ( bold red,
right) modes of transmission. Relevant parameters are (i) for
obligately lytic viruses (red): � = 100, � = 6.7⇥10�10 ml/hr,
and m = 0.13 hr�1; (ii) for chronic viruses (green): b0 = 0.68
hr�1, d0 = 0.63 hr�1, ↵ = 20 hr�1, � = 3.4 ⇥ 10�10 ml/hr,
and m = 0.04 hr�1; (iii) for temperate viruses, given vertical
transmission (blue) b0 = 0.54 hr�1, d0 = 0.44 hr�1, where
K = 7, 5 ⇥ 107 ml�1 in all three scenarios given variation in
S⇤.
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FIG. 2: Schematic of cell-centric counting of the reproduction
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ons infect cells, these are progeny viruses, aka new mothers.
Hence, the horizontal R0 of this virus is 3.
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FIG. 3: Virus reproduction as a function of burst size and sus-
ceptible cell density.The contours denote the log10 of R0, as
measured using Eq. (3), given variation in burst size, �, and
susceptible cell density, S. Viruses invade when Rhor > 1 or,
equivalently when log10 Rhor > 0. Contours denote combi-
nations of (�, S⇤) of equivalent Rhor. Additional parameters
that a↵ect viral reproduction are � = 6.7⇥ 10�10 ml/hr and
m = 1/24 hr�1.

d0 is the loss rate of infected cells, then only a fraction
⌘/(⌘+d0) of infected cells will release virions before being
washed out of the system. As such, the corrected basic
reproduction number for obligately lytic viruses is:

Rhor = �

✓
�S⇤

�S⇤ +m

◆ ✓
⌘

⌘ + d0

◆
(4)

Although both interpretations - the virion-centric and
the cell-centric - lead to equivalent estimates of R0 for
obligately lytic viruses, we will use the cell-centric def-
inition to unify comparisons across a spectrum of viral
strategies.

IV. LATENT VIRAL STRATEGIES

In this section we consider the dynamics of latent viral
strategies, such as temperate phage, in which prolifera-
tion may be either horizontal or vertical (but not both
simultaneously). We model the dynamics of latent virus-
es using the following set of nonlinear di↵erential equa-
tions:

dS

dt
=

logistic growthz }| {
bS (1 � N/K)�

infectionz }| {
�SV �

cell deathz}|{
dS

dL

dt
=

lysogen growthz }| {
qb0L (1 � N/K)+

infectionz }| {
�SV �

lysisz}|{
p⌘L �

cell deathz}|{
d0L

dV

dt
=

lysisz }| {
�p⌘L�

infectionz }| {
�SV �

viral decayz}|{
mV

(5)

This system of equations represents changes in the den-
sity of virus particles, V , lysogens, L, and susceptible
microbial cells, S, in which the total density of cells is
denoted as N = S + L. In this formulation, the relative
rate of lysogenic growth and cellular lysis is controlled by
the scaling factors q and p. When q = 1 and p = 0 then
all infections are strictly latent and only lead to lyso-
genic growth. In contrast, when q = 0 and p = 1 then
all infections are strictly lytic and only lead to cellular
lysis. This is a variant of a nutrient-explicit formulation
considered as part of an analysis of the tradeo↵s under-
lying lysis and lysogeny for marine viruses [39]. Note
that this model includes only a single infected state for
cells; analysis of a related model, including detailed pro-
cesses of integration and induction, will be the subject of
follow-up work.
Using Eq. (5), we first consider the case p = 0 and

q = 1 to focus on the vertical pathway. In the vertical
pathway, virus genomes exclusively integrate with host
cell genomes which can then be passed on to daughter
cells. We use the cell-centric interpretation as before, and
consider infection dynamics given a single lysogen in an
otherwise susceptible population with no virus particles:

dL

dt
=

✓
b0

✓
1 � S⇤

K

◆
� d0

◆
L (6)

This exponential growth equation predicts that lysogens

will spread in abundance as long as
⇣
b0

⇣
1 � S⇤

K

⌘
� d0

⌘
>

0. We can rewrite this condition for proliferation as:

Rver =
b0

⇣
1 � S⇤

K

⌘

d0
> 1. (7)

Here, the subscript denotes the fact that R0 is entire-
ly derived from vertical transmission of viral genomes
among lysogens.
The basic reproduction number also has a mechanistic

interpretation. The term b0(1 � S⇤/K) represents the
birth rate of lysogens, which decreases with increasing
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FIG. 4: Schematic of cell-centric counting of the reproduction
of latent viruses, e.g., temperate phage. The mother virus
could, in principle, lyse the cell or integrate its genome with
that of the host. Here, the mother virus integrates and forms a
lysogen. The lysogen divides three times before it is removed,
thereby producing three daughter cells with virus genomes.
The vertical R0 of this virus is 3.
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FIG. 5: Basic reproduction number of temperate viruses as
a function of susceptible cell density. The increasing (red)
line denotes the horizontal R0 if temperate phage infect then
always lyse cells. The decreasing (blue) line denotes the verti-
cal R0 if temperate viruses always integrate with their hosts.
Relevant parameters are � = 50, � = 6.7 ⇥ 10�10 ml/hr,
K = 7.5⇥107 ml�1, and b0 = 0.32, 0.54 and 1 hr�1 as well as
d0 = 0.75, 0.44, and 0.24 hr�1 for the three lysogeny curves
from bottom to top respectively.

number of cells - whether susceptibles or lysogens. Given
that d0 is the death rate of lysogens, the term 1/d0 denotes
the average lifespan of an individual lysogen. Therefore,
this reproduction number is equal to the average number
of newly infectious cells produced in the lifetime of the
original infection (see Figure 4). If this number is greater
than one, then a single lysogen will beget more than one
lysogen, on average, and those lysogens will do the same,
and so on.
Measuring reproduction in this way also provides a

mechanistic interpretation to the value of vertical trans-
mission without invoking environmental fluctuations or
other long-term measures of fitness. As is evident, lyso-
gens reproduce more frequently when they are subject to
less competition with hosts, i.e., when S⇤ is small relative
to K. Given the value of S⇤ in the particular ecological
model of Eq. (5), the basic reproduction number can be

written as Rver = (b0/d0)

�
(b/d). Hence, if lysogens

have more advantageous life history traits than do sus-
ceptible cells (as measured by a higher birth to death
rate ratio, i.e., b0/d0 larger than b/d), then viruses can
spread exclusively via vertical transmission. This benefit
of lysogeny applies in the immediate term and provides
direct support for how a lysogen that benefits its host can
also benefit the virus. However, if lysogeny comes with a
cost (i.e., b0/d0 lower than b/d), then vertical transmission
alone will not be enough for Rver > 1. More generally,
note that Rver is a monotonically decreasing function of
S⇤, such that increased abundances – all things being
equal – diminishes the advantage for vertical transmis-
sion.
To consider horizontal transmission, consider the case

where p = 1 and q = 0. In that case, analysis of the
full model in Eq. (5) reduces to that of the obligately
lytic virus already presented in Eq. (A5). This raises the
question: does a strictly lytic or strictly lysogenic strate-
gy have a higher basic reproduction number? Recall that
the horizontal R0 is an increasing function of susceptible
cell density, i.e., when there are more hosts then the value
of horizontal transmission increases. The value of Rhor

and Rver cross at a critical value, Sc, which satisfies

b0
�
1 � Sc

K

�

d0
=

��Sc

�Sc +m
(8)

For S > Sc, then p = 1 and q = 0 has the high-
er basic reproduction number, (i.e., horizontal transmis-
sion is favored) whereas for S < Sc, then p = 0 and
q = 1 has the higher basic reproduction number, (i.e.,
vertical transmission is favored). Extending prior analy-
sis, we identify threshold conditions separating out when
lysis should be favored at high density vs. when lysoge-
ny should be favored at low density (see Figure 5). The
use of a cell-centric metric makes it evident that vertical
transmission can be evolutionarily advantageous given
low densities of permissive hosts without invoking group
selection or long-term fitness (see [40]).

V. CHRONIC VIRAL STRATEGIES

Finally, we consider the dynamics of “chronic” virus
strategies, or what have been termed “chronic” or “pro-
ducer” strains in other contexts. We use the term chronic
to denote those viruses that infect cells, are propagated
along with the cell, and produce virions that are released
from the cell without lysis, e.g, like filamentous phage

http://ecotheory.biology.gatech.edu/
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