
Part	4	
	

	Network Architecture 



Types	of	architecture	

•  Ar3ficial	
•  Biologically	inspired	(data-driven)	



Ar3ficial	architectures	

Solé	&	Valverde,	2004	



Biologically	inspired	architectures	
•  Incorporate	elements	and	quan3ta3ve	informa3on	
of	real	network	architectures	

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. 
If the red x still appears, you may have to delete the image and then insert it again.

Mazza	et	al.,	2004	

Olfactory	Epithelium	 Olfactory	Bulb	 Olfactory	cortex	

Simões-de-Souza	&	Roque,	2004	

Sirosh	&	Miikkulainen,	1994	2004	



Spa3al	scale:	macro	or	microscopic	
Global:	connec3vity	among	cor3cal	areas		

Short-scale cortical connectivity: layers
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• A estrutura organizacional das camadas (padrões de laminação e de conexões 

excitatórias e inibitórias entre as células) parece ser basicamente a mesma em 

todas as áreas corticais.  

 

• A figura abaixo ilustra o padrão geral de conexões excitatórias entre camadas 

corticais. 

 

Local:	connec3vity	among	neurons	in	cor3cal	layers/
columns		

FIG. 1. Schematic of the basic circuitry of
the dentate gyrus and the changes to the net-
work during sclerosis. A: relational representa-
tion of the healthy dentate gyrus illustrating the
network connections between the 8 major cell
types: GC, granule cell; BC, basket cell; MC,
mossy cell; AAC, axo-axonic cells; MOPP,
molecular layer interneurons with axons in per-
forant-path termination zone; HIPP, hilar inter-
neurons with axons in perforant-path termina-
tion zone; HICAP, hilar interneurons with ax-
ons in the commissural/associational pathway
termination zone; and IS, interneuron selective
cells. Schematic shows the characteristic loca-
tion of the various cell types within the 3 layers
of the dentate gyrus. Note, however, that this
diagram does not indicate the topography of
axonal connectivity (present in both the struc-
tural and functional dentate models) or the so-
matodendritic location of the synapses (incor-
porated in the functional network models). B1:
schematic of the excitatory connectivity of the
healthy dentate gyrus is illustrated (only cell
types in the hilus and granule cells are shown).
Note that the granule cell axons (the mossy
fibers) do not contact other granule cells in the
healthy network. B2: schematic of the dentate
gyrus at 50% sclerosis shows the loss (indicated
by the large ✕ symbols) of half the population
of all hilar cell types and the 50% sprouting of
mossy fibers that results in abnormal connec-
tions between granule cells (note that, unlike in
this simplified schematic, all granule cells
formed sprouted contacts in the structural and
functional models of sclerosis; thus progressive
increase in sprouting was implemented by in-
creasing the number of postsynaptic granule
cells contacted by single sprouted mossy fibers;
see METHODS). C: schematics of 3 basic network
topologies: regular, small-world, and random.
Nodes in a regular network are connected to
their nearest neighbors, resulting in a high de-
gree of local interconnectedness (high cluster-
ing coefficient C), but also requiring a large
number of steps to reach other nodes in the
network from a given starting point (high aver-
age path length L). Reconnection of even a few
of the local connections in a regular network to
distal nodes in a random manner results in the
emergence of a small-world network, with a
conserved high clustering coefficient (C) but a
low average path length (L). In a random net-
work, there is no spatial restriction on the con-
nectivity of the individual nodes, resulting in a
network with a low average path length L but
also a low clustering coefficient C.
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equivalent random graph has the same numbers of nodes and links
as the graph (representing a particular degree of sclerosis) to which
it is compared, although the nodes have no representation of
distinct cell types and possess uniform connection probabilities for
all nodes. For example, the equivalent random graph for the control
(0% sclerosis) structural model has about a million nodes and the
same number of links as in the control structural model, but the
nodes are uniform (i.e., there is no “granule cell node,” as in the
structural model) and the links are randomly and uniformly dis-
tributed between the nodes.

CONSTRUCTION OF THE FUNCTIONAL MODEL. The effects of struc-
tural changes on network excitability were determined using a real-
istic functional model of the dentate gyrus (note that “functional”
refers to the fact that neurons in this model network can fire spikes,
receive synaptic inputs, and the network can exhibit ensemble activ-
ities, e.g., traveling waves; in contrast, the structural model has nodes
that exhibit no activity). The functional model contained biophysically
realistic, multicompartmental single-cell models of excitatory and
inhibitory neurons connected by weighted synapses, as published
previously (Santhakumar et al. 2005). Unlike the structural model,
which contained eight cell types, the functional model had only
four cell types, as a result of the insufficient electrophysiological
data for simulating the other four cell types. The four cell types
that were in the functional model were the two excitatory cells
(i.e., the granule cells and the mossy cells) and two types of
interneurons (the somatically projecting fast spiking basket cells

and the dendritically projecting HIPP cells; note that these repre-
sent two major, numerically dominant, and functionally important
classes of dentate interneurons, corresponding to parvalbumin- and
somatostatin-positive interneurons; as indicated in Table 1, basket
cells and HIPP cells together outnumber the other four interneuronal
classes by about 2:1). Because the functional model had a smaller
proportion of interneurons than the biological dentate gyrus, control
simulations (involving the doubling of all inhibitory conductances in
the network) were carried out to verify that the observed changes in
network excitability during sclerosis did not arise from decreased
inhibition in the network, i.e., that the conclusions were robust (see
RESULTS and APPENDIX B3).

Although the functional model was large, because of computa-
tional limitations, it still contained fewer neurons (a total of about
50,000 multicompartmental model cells) than the biological den-
tate gyrus (about one million neurons) or the full-scale structural
model (about one million nodes). Because of this 1:20 reduction in
size, a number of measures had to be taken before examining the
role of structural changes on network activity. First, we had to
build a structural model of the functional model itself (i.e., a graph
with roughly 50,000 nodes) and verify that the characteristic
changes in network architecture observed in the full-scale struc-
tural model of the dentate gyrus occur in the 1:20 scale structural
model (graph) of the functional model as well. Second, certain
synaptic connection strengths had to be adjusted from the experi-
mentally observed values (see following text).

TABLE 1. Connectivity matrix for the neuronal network of the control dentate gyrus

Granule Cells Mossy Cells Basket Cells
Axo-axonic

Cells
MOPP
Cells HIPP Cells HICAP Cells IS Cells

Granule cells X 9.5 15 3 X 110 40 20
(1,000,000) X 7–12 10–20 1–5 X 100–120 30–50 10–30
ref. [1–5] ref. [6] ref. [7] ref. [6–9] ref. [6,7,9] ref. [6] ref. [4,10,11] ref. [4,7,10,11] ref. [7]

Mossy cells 32,500 350 7.5 7.5 5 600 200 X
(30,000) 30,000–35,000 200–500 5–10 5–10 5 600 200 X
ref. [11] ref. [4,11–13] ref. [12,13] ref. [13] ref. [13] ref. [14] ref. [12,13] ref. [12,13] ref. [15]

Basket cells 1,250 75 35 X X 0.5 X X
(10,000) 1,000–1,500 50–100 20–50 X X 0–1 X X
ref. [16,17] ref. [4,16–19] ref. [11,16,17,19] ref. [16,17,20,21] ref. [18] ref. [18] ref. [18] ref. [18] ref. [10,20]

Axo-axonic cells 3,000 150 X X X X X X
(2,000) 2,000–4,000 100–200 X X X X X X
ref. [4,22] ref. [4,18,22] ref. [4,5,11,14,23] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18] ref. [5,18,19]

MOPP cells 7,500 X 40 1.5 7.5 X 7.5 X
(4,000) 5,000–10,000 X 30–50 1–2 5–10 X 5–10 X
ref. [11,14] ref. [14] ref. [14,24] ref. [14,25] ref. [14,26] ref. [14,25] ref. [14,20,25] ref. [14,25] ref. [14,15]

HIPP cells 1,550 35 450 30 15 X 15 X
(12,000) 1,500–1,600 20–50 400–500 20–40 10–20 X 10–20 X
ref. [11] ref. [4,11,20] ref. [4,11,12,27,28] ref. [4,11,20] ref. [20,25] ref. [25] ref. [14,20,25] ref. [25] ref. [15,20]

HICAP cells 700 35 175 X 15 50 50 X
(3,000) 700 30–40 150–200 X 10–20 50 50 X
ref. [5,29,30] ref. [4,11,20] ref. [20] ref. [4,11,20] ref. [20] ref. [14,20] ref. [20] ref. [20]

IS cells X X 7.5 X X 7.5 7.5 450
(3,000) X X 5–10 X X 5–10 5–10 100–800
ref. [15,29,30] ref. [15] ref. [15] ref. [15,19] ref. [15] ref. [19] ref. [19] ref. [15]

Cell numbers and connectivity values were estimated from published data for granule cells, Mossy cells, basket cells, axo-axonic cells, molecular layer
interneurons with axons in perforant-path termination zone (MOPP), hilar interneurons with axons in perforant-path termination zone (HIPP), hilar interneurons
with axons in the commissural/associational pathway termination zone (HICAP), and interneuron-selective cells (IS). Connectivity is given as the number of
connections to a postsynaptic population (row 1) from a single presynaptic neuron (column 1). The average number of connections used in the graph theoretical
calculations is given in bold. Note, however, that the small-world structure was preserved even if only the extreme low or the extreme high estimates were used
for the calculation of L and C (for further details, see APPENDIX B1(3). References given correspond to: 1Gaarskjaer (1978); 2Boss et al. (1985); 3West (1990);
4Patton and McNaughton (1995); 5Freund and Buzsáki (1996); 6Buckmaster and Dudek (1999); 7Acsády et al. (1998); 8Geiger et al. (1997); 9Blasco-Ibanez et
al. (2000); 10Gulyás et al. (1992); 11Buckmaster and Jongen-Relo (1999); 12Buckmaster et al. (1996); 13Wenzel et al. (1997); 14Han et al. (1993); 15Gulyás et
al. (1996); 16Babb et al. (1988); 17Woodson et al. (1989); 18Halasy and Somogyi (1993); 19Acsády et al. (2000); 20Sik et al. (1997); 21Bartos et al. (2001); 22Li
et al. (1992); 23Ribak et al. (1985); 24Frotscher et al. (1991); 25Katona et al. (1999); 26Soriano et al. (1990); 27Claiborne et al. (1990); 28Buckmaster et al. (2002a);
29Nomura et al. (1997a); 30Nomura et al. (1997b).
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Connec3vity	among	neurons	in	non-cor3cal	structures	(e.g.	hippocampus	dentate	gyrus)		



Microscopic	architecture	(cortex)	
•  The	neocortex	can	be	subdived	into	6	layers	
•  Layers	differ	in	terms	of	densi3es	and	types	of	
cells	

Abeles,	1991	



Tuckwell	(2006)	



Microscopic	architecture	(cortex)	



Minimal	layered	cor3cal	network	model	
•  Local	cor3cal	microcircuit	model	
•  1	mm2	cor3cal	surface	
•  Integrates	knowledge	from	over	50	
experimental	papers	

•  Excitatory	(E)	and	inhibitory	(I)	
popula3ons	of	point	neurons	in	each	
layer	

•  Layer	and	type-specific	connec3on	
probabili3es	

•  Replicates	well	the	layer-specific	
distribu3on	of	spike	rates	

105	neurons		
(80%	excit.	20%	inhibit.)	
109	synapses	



Macroscopic	architecture	(cortex)	
§  Brain	regions	as	network	nodes	
§  Nodes	can	be	linked	via	axonal	tracing	or	diffusion	tensor	
imaging	(DTI)	



Macroscopic	architecture	(cortex)	
•  Hierarchical	and	modular	structure	
•  Rich	club	structure	



Connectome	





Wormatlas.org	



Fruit	Fly	

FlyEM	is	making	the	data	–	and	all	the	tools	necessary	to	use	it	–	available	for	
free.	
	
bioRxiv	paper	published	on	January	21,	2020.	
	
They	are	currently	on	track	to	complete	a	connectome	of	the	en3re	fly	nervous	
system	by	2022	

hfps://www.janelia.org/project-team/flyem	



Zebra	Fish	

Olfactory	bulb	
	
Adrian	A.	Wanner	&	Rainer	W.	Friedrich,	Nature	Neuroscience	23:433-442,	2020	
	



Mouse	

Allen	Brain	Atlas	–	connec3vity.brain-map.org	



Macaque	Macro	Connec3vity	

hfp://cocomac.g-node.org/main/index.php?	



Human	Brain	Project	

hfps://www.humanbrainproject.eu/en/explore-the-brain/	



The	connectome	is	not	enough	

•  The	connectome	gives	a	
view	of	the	sta3c	graph	of	
nodes	and	edges	that	
comprise	the	cortex:	
structural	connectome	

•  To	go	beyond	we	need	to	
capture	somehow	sta3s3cal	
interdependencies	among	
the	ac3vi3es	displayed	by	
the	network	nodes:	
func3onal	connectome	



Structural	and	func3onal	connec3vity	

Kaiser,	2010	

Func3onal	
Connec3vity	
	
	
Usually	
based	on	
correla3on	
measures	

Structural	
Connec3vity	
	
	
Usually	
based	on	
axonal	
tracing	or	
water	
diffusion	
measures	



Structural	
Connec3vity	

(Anatomy,	
Synap3c	connec3ons,	…)	

Macro-scale	
DTI,	tracing	studies	

Micro-scale	
Detailed	reconstruc3ons	

Func3onal	
Connec3vity	

(Correlated	or	an3-
correlated	clusters	of	
nodes,	…)	

Res3ng-state		
fMRI		

fluctua3ons	

?	



The	“dynome”	
Connectome	+	neural	and	synap3c	dynamics	=	Dynome	

…	

Time	



Part	5	
	

Purng	it	all	together:		
neuron	and	synapse	models	in	a	

network	architecture		
(some	models	from	my	group	and	

collaborators)	
	



Laboratory	of	Neural	Systems	–	SisNe	
sisne.org	

Some	examples	

•  Dynamic	phenomena	in	models	of	neurons	
and	neural	networks	

•  HH-type	and	simplified	neurons		



Synap3c	and	cor3cal	plas3city	

Mazza,	de	Pinho,	
Piqueira	&	Roque,		
J	Comput	Neurosci	
16:177-201,	2004		



Spontaneous	ac3vity	in		
cor3cal	network	models	1	

Pena,	Zaks	&	Roque,	J	Comput	Neurosci	45:1-28,	2018		

Excitatory	
80%	

Inhibitory	
20%	

Random	
network	



Moderate		
noise	
Weak	noise	
Noiseless	

64%	RS,	16%	CH,	20%	LTS	

Noiseless:	
up/down	
oscilla3ons	

Weak	noise:	
asynchronous	
nonoscillatory	
ac3vity	

Moderate	noise:	
intermifent	
switches	between	
ac3ve	(u/d	osc.)	
and	quiescent	(AI)	
states	





Latin American 
School on 
Computational 
Neuroscience 

2006	*	2008	
2010	*	2012	
2014	*	2016	
2018	*	2020	
	

www.sisne.org/lascon 

Next	one:	2022	



NeuroMat	
Research,	Innova3on	and	Dissemina3on	

Center	for	Neuromathema3cs		
hfp://neuromat.numec.prp.usp.br	
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