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Motivations

1

Improve	the	current	galaxy-halo	connection	to	be	able	to	accurately	predict	the	galaxy	clustering	signal	
of	the	multi-tracers	(ELGs,	LRGs,	QSOs)	from	the	upcoming	surveys	as	a	function	of	different	baryonic	
properties.		

In	particular,	we	 implement	an	extension	of	the	Subhalo	abundance	matching	(SHAM)	model	 including	
different	halo/galaxy	secondary	properties	from	the	IllustrisTNG300	hydrosim	to	improve	our	knowledge	
of	secondary	halo	bias	and	its	connection	with	the	environment	(tidal	tensor).
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Expanding	in	Legendre	polynomial	we	find	the	2PCF	multipoles:

The	projected	2PCF	mitigates	the	redshift-space	distortions:

l=0		monopole,	spherical	average	
l=2		quadrupole	traces		satellites

BAO scale ~110 Mpc/h 
standard ruler  
for cosmological  
distances 
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2 ∫
+1

−1
ξ(s, μ)Pl(μ)dμ

wp(rp) = 2∫
∞

0
ξ(rp, π)dπ

b(rp) =
wgal

p (rp)
wm

p (rp)

Eisenstein	et	al.	2005
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Large-scale structure surveys
Past & Ongoing

SDSS-I/II	(2005-09),	SDSS-III/BOSS	(2009-14)	

BOSS:	1.5M	galaxies,	mostly	LRGs	z<0.7,		
over	~10,000	deg2

SDSS-IV/eBOSS	(2014-20)	

Future

www.sdss.org

eBOSS:	375k	LRGs	z<0.8,	260k	[OII]	ELGs	z<1,		
740k	QSOs,	over	~7500	deg2

z	

1Gpc/h 

3Gpc/h 

5Gpc/h 

SKA (2020) 

DESI (2020) 

EUCLID (2022),  
4MOST (2020),  

Subaru-PFS (2022) Ly-α QSOs 

z=0.5 

z=1 

z=2 
z=3 

EUCLID:	50M	Hα	ELGs	at	z<2	with		
flux>	3x10-16erg/s,	over	~15,000	deg2	

DESI:	10M	[OII]	ELGs	z<1.7		
over	~14,000	deg2	

WFIRST (~2025)

4
multi-tracers

http://www.sdss.org


Emission line galaxies (ELGs)

HII region 
 
 
 
 
 

UV photons 
e- cascade  
Hα photon emission 

http://desi.lbl.gov.tdr/

New-generation	surveys	will	target	ELGs	out	to	z~2	to	trace	the	BAO	in	their	clustering,	
deliver	3D	maps	of	 the	Universe	with	unprecedented	accuracy,	measure	 the	growth	of	
structure	f(z),	and	the	Universe	expansion	history	H(z).		
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N-body cosmological simulations

N particles 

38403	
38403		
38403	

Lbox  
(Mpc/h) 
2500	
1000	
400		

mass resolution  
(Msun/h)  

2.36x1010		
1.5x109			
9.63x107		

Expensive:	solve	equation	of	motion	of	N	particle	interacting	gravitationally.	

cosmosim.org 

Collisionless,	 cold	DM	particles	 are	 thrown	 in	 a	 cubic	 box	with	 some	 initial	 conditions	 and	 let	 evolve	
under	gravity.	Halos	are	identified	using	halo	finders:	BDM,	Rockstar,	FOF	

BigMD 
MDPL2 
SMD skiesanduniverses.org 

N particles 

128003		

Lbox  
(Mpc/h) 
2000	

mass resolution  
(Msun/h)  
3.27x108		
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MultiDark

http://skiesandunierse.org


Courtesy	of	Tomoaki	Ishiyama,	Chiba	U.

Uchuu high resolution will be key for resolving the small halo masses of ELGs:
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Courtesy	of		Antonio	D.	Montero-Dorta

Uchuu will allow us to investigate the secondary bias parameter over 4 orders of magnitude:
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Galaxies	are	biased	tracers	of	the	underlying	dark	matter	distribution.	We	populate	DM	haloes	
with	galaxies	using	2	methods:

II. SubHalo Abundance Matching (SHAM)

I. Halo Occupation Distribution (HOD)

Conroy+06,	09;	Behroozi+10;	Trujillo-Gomez+11

Cooray+02;	Berlin	&	Weinberg+02;	Kravtsov+04;	Zheng+05,07

The galaxy-halo connection
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Rank	order	haloes	and	galaxies	using	their	proxies:

Mr,	Mstar Vpeak

Gaussian		
scatter	σ

Basic	assumption:	more	massive/luminous	
galaxies	occupy	more	massive	haloes
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ngal( > M⋆) = nh( > Vpeak)

Sample Mr/Mstar from the observed cumulative 
stellar mass/luminosity function until the observed 
number density n(z) is reached.

Standard SHAM works well only for complete galaxy samples
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PDF(Vpeak, σV, fsat) = fsatGs(Vpeak, σV, fsat) + (1 − fsat)Gc(Vpeak, σV, fsat)

ELGs	are	very	incomplete	in	Mstar,	thus	a	modification	is	needed:	

Favole	et	al.	2016a,	2017

Modified SHAM
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Figure 4. Top left panel: MPA-NYU SDSS Main projected 2PCF, multiplied by the physical scale rp, of the volume-limited samples
in [O ii] luminosity thresholds defined in Table 1. The MultiDark model galaxies are not shown here. Top right: SDSS projected 2PCFs
(points) versus our MultiDark model galaxies (lines). The errors on the measurements are estimated performing 200 jackknife re-
samplings. Bottom line: monopole (left) and quadrupole (right) correlation functions. Just for clarity, when we plot the data and the
model together, we shift wp(rp) by 0.2 dex and s2⇠0,2(s) by 20h�2 Mpc2 to avoid overlapping.

Figure 5. MPA-NYU SDSS [OII] ELG halo occupation distribu-
tion, or mean number of mocks as a function of the central halo
mass.

clustering properties of the SDSS DR7 [O ii] emission line
galaxies in 0.02 < z < 0.22, by constraining their host halo
masses and satellite fraction values. Our model takes the
MDPL snapshots available in the redshift range of interest
and generates a light-cone using the SUGAR (Rodŕıguez-
Torres et al. 2016) algorithm. The advantage of building

a light-cone is that it includes the redshift evolution and
those volume e↵ects, as the cosmic variance and the galaxy
number density fluctuations, that a single simulation snap-
shot cannot capture. To place the observed galaxies in the
MDPL halos, we apply a modified (Rodŕıguez-Torres et al.
2017) SHAM prescription that accounts for the ELG stel-
lar mass incompleteness, in which mocks are drawn through
two separate PDFs (given in Eq. 4), one for central and one
for satellite galaxies, based on a Gaussian realization. This
latter is defined in terms of two parameters: the halo max-
imum circular velocity Vpeak (the Gaussian mean), �V (the
standard deviation), and normalized to reach the observed
galaxy number density, varying also the satellite fraction.
Since there are velocity values at which we do not have
enough haloes to fill the Gaussian distributions, the algo-
rithm keeps picking haloes with lower velocities until the
number density requirement is fulfilled. This condition pro-
vokes a distortion in the PDFs, and this e↵ect is stronger
for redshift bins with higher mock number density. Because
of this skewness, we identify the peak (and not the mean)
of each distribution as the most probable or “typical” host
halo Vpeak and mass value for our ELG samples. The corre-
sponding �V is estimated by computing the velocity interval
around the velocity peak in which fall 68% of the mocks. To
optimize the small-scale clustering fit, the fraction of satel-
lite mocks is also let free to vary. As shown in Figure 3, the
model parameters (Vpeak, �V , fsat) su↵er some degeneracy
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SDSS	[OII] ELGs	at	z~0.1:
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Figure 1. Left: SDSS [O ii] emission line luminosity (grey dots) and volume-limited samples (colored squares) for the NYU-MPA Main
galaxies. We impose a conservative minimum flux limit (black line) of F[OII] = 3⇥ 10�16erg cm�2 s�1 to exclude objects with too short
exposure time. Right: SDSS [O ii] ELG color-magnitude diagram. Our result is fully compatible with the “bluer” (dashed horizontal line)
and “bluest” (solid) SDSS sub-samples defined by Zehavi et al. (2011).

zmax Lmin
[OII]

Ngal n̄g Vol fsat Vpeak ± �V typical Vpeak typical Mh �2

[erg s�1] [10�3h3Mpc�3] [106h�3Mpc3] [%] [km s�1] [km s�1] [h�1M�]

0.05 1⇥ 1039 57595 25.60 2.25 33.4±0.1 275±145 127±58 (3.17±0.19)⇥1011 1.82
0.09 3⇥ 1039 174360 12.92 13.50 27.9±0.4 285±130 177±53 (6.64±0.41)⇥1011 2.37
0.14 1⇥ 1040 244700 4.95 49.39 22.5±0.7 310±107 201±86 (1.54±0.09)⇥1012 3.62
0.17 3⇥ 1040 184622 2.16 85.59 19.4±0.4 284±131 283±117 (2.92±0.18)⇥1012 2.17
0.20 1⇥ 1041 89814 0.65 137.91 18.0±0.5 303±140 341±140 (5.49±0.34)⇥1012 5.08

Table 1. Redshift and [O ii] luminosity cuts defining the MPA-NYU SDSS Main volume-limited samples. For each sample we report the
number of galaxies (Ngal) contained, its number density (ng), and its comoving volume (Vol). We impose a minimum redshift of z = 0.02
and a minimum [O ii] line flux of 3⇥ 10�16erg cm�2 s�1 to each one of the samples (see text for details). We also show our predictions
(see Section 5) of the satellite fraction (in units of percent), the best-fit Vpeak ± �V and the �2 values of our ELG clustering model. For
the wp(rp) fits we use 11 dof. In addition, we display the “typical” halo velocity and mass values derived from the resulting SDSS [O ii]
ELG mock catalogues. These quantities are the values at the peak of the final Vpeak and Mh distributions, which characterize the haloes
that [O ii] ELGs most probably occupy in the local Universe.
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Figure 2. Vpeak (left) and halo mass (right) [O ii] ELG mock distributions. The dashed vertical lines are the mean values, while the
solid lines are the most probable values or “typical” values for haloes hosting [O ii] ELGs in the local Universe.
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Figure 1. Left: SDSS [O ii] emission line luminosity (grey dots) and volume-limited samples (colored squares) for the NYU-MPA Main
galaxies. We impose a conservative minimum flux limit (black line) of F[OII] = 3⇥ 10�16erg cm�2 s�1 to exclude objects with too short
exposure time. Right: SDSS [O ii] ELG color-magnitude diagram. Our result is fully compatible with the “bluer” (dashed horizontal line)
and “bluest” (solid) SDSS sub-samples defined by Zehavi et al. (2011).
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Figure 2. Vpeak (left) and halo mass (right) [O ii] ELG mock distributions. The dashed vertical lines are the mean values, while the
solid lines are the most probable values or “typical” values for haloes hosting [O ii] ELGs in the local Universe.

MNRAS 000, ??–?? (2016)

4 Favole et al. 2017

¡22¡21¡20¡19¡18¡17

Mr ¡ 5logh

0

0:2

0:4

0:6

0:8

1:0

1:2

1:4

1:6

1:8

2:0

(
g

¡
r
)

MPA ¡ NYU SDSS

L[OII] > 1 £ 10
39

L[OII] > 3 £ 10
39

L[OII] > 1 £ 10
40

L[OII] > 3 £ 10
40

L[OII] > 1 £ 10
41

Zehavi + 11
00
bluest

00

Zehavi + 11
00
bluer

00

0:02 0:04 0:06 0:08 0:10 0:12 0:14 0:16 0:18 0:20 0:22
z

1e38

2e38

5e38

1e39

2e39

5e39

1e40

2e40

5e40

1e41

2e41

5e41

1e42

2e42

5e42

1e43

L
[O

II
]
(e

rg
s¡

1
)

MPA ¡ NYU SDSS

L[OII] > 1 £ 1039

L[OII] > 3 £ 1039

L[OII] > 1 £ 1040

L[OII] > 3 £ 1040

L[OII] > 1 £ 1041

z


L
[O

II
]  

(e
rg

 s
-1

)


( g
 –

 r
 )


Mr – 5logh


Figure 1. Left: SDSS [O ii] emission line luminosity (grey dots) and volume-limited samples (colored squares) for the NYU-MPA Main
galaxies. We impose a conservative minimum flux limit (black line) of F[OII] = 3⇥ 10�16erg cm�2 s�1 to exclude objects with too short
exposure time. Right: SDSS [O ii] ELG color-magnitude diagram. Our result is fully compatible with the “bluer” (dashed horizontal line)
and “bluest” (solid) SDSS sub-samples defined by Zehavi et al. (2011).

zmax Lmin
[OII]

Ngal n̄g Vol fsat Vpeak ± �V typical Vpeak typical Mh �2

[erg s�1] [10�3h3Mpc�3] [106h�3Mpc3] [%] [km s�1] [km s�1] [h�1M�]

0.05 1⇥ 1039 57595 25.60 2.25 33.4±0.1 275±145 127±58 (3.17±0.19)⇥1011 1.82
0.09 3⇥ 1039 174360 12.92 13.50 27.9±0.4 285±130 177±53 (6.64±0.41)⇥1011 2.37
0.14 1⇥ 1040 244700 4.95 49.39 22.5±0.7 310±107 201±86 (1.54±0.09)⇥1012 3.62
0.17 3⇥ 1040 184622 2.16 85.59 19.4±0.4 284±131 283±117 (2.92±0.18)⇥1012 2.17
0.20 1⇥ 1041 89814 0.65 137.91 18.0±0.5 303±140 341±140 (5.49±0.34)⇥1012 5.08

Table 1. Redshift and [O ii] luminosity cuts defining the MPA-NYU SDSS Main volume-limited samples. For each sample we report the
number of galaxies (Ngal) contained, its number density (ng), and its comoving volume (Vol). We impose a minimum redshift of z = 0.02
and a minimum [O ii] line flux of 3⇥ 10�16erg cm�2 s�1 to each one of the samples (see text for details). We also show our predictions
(see Section 5) of the satellite fraction (in units of percent), the best-fit Vpeak ± �V and the �2 values of our ELG clustering model. For
the wp(rp) fits we use 11 dof. In addition, we display the “typical” halo velocity and mass values derived from the resulting SDSS [O ii]
ELG mock catalogues. These quantities are the values at the peak of the final Vpeak and Mh distributions, which characterize the haloes
that [O ii] ELGs most probably occupy in the local Universe.
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Figure 2. Vpeak (left) and halo mass (right) [O ii] ELG mock distributions. The dashed vertical lines are the mean values, while the
solid lines are the most probable values or “typical” values for haloes hosting [O ii] ELGs in the local Universe.
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Mhalo = (2.2 ± 0.1) × 1012 h−1M⊙

fsat = (24.2 ± 0.4) %

On	average:
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SHAM + Age Matching in IllustrisTNG300
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We	implement	AM	using	different	halo/galaxy	secondary	properties	from	IllustrisTNG300	to	improve	our	
knowledge	of	secondary	halo	bias	and	its	connection	with	the	environment	(tidal	tensor).

IllustrisTNG300

Lbox	=	205	Mpc/h

MDM	=	5.9	x	107Msun	

Mgas	=	1.7	x	107Msun	

NDM	=	25003	

TNG300	GALAXIES	->	Hydrosim

TNGDMO300	HALOES	->	DM-only	

color sSFR size

MstarI:

II:

zstarve

I:Vpeak

cinfall δIΙ:
env

Tidal density & anisotropy

OUR DATA

OUR MOCKS

+	SHAM	-	AM

Age-Matching	(Hearin	et	al	2013):	SHAM	+	secondary	matching	between	galaxy	color	(g-r)	and	halo	
zstarve.	
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Tij( ⃗x ) = ∂i∂jψR( ⃗x )

Poisson: ∇2ψR( ⃗x ) = δR( ⃗x )

gravitational	potential	smoothed	at	R 

smoothed	density	contrast 

In	Fourier	space: δR( ⃗k ) = δ( ⃗k )e−k2R2/2 Gaussian	smoothing 

Compute	 the	 halo	 tidal	 tensor	 on	 a	 cubic	 lattice	 using	 the	 SPIDER	 code	 (Martizzi	 et	 al.	 2019;	 https://github.com/
dmartizzi/spider-public): 

We	interpolate	the	tensor	at	each	halo	location	(x,	y,	z)	and	the	smoothing	scale	R	at	the	halo	radius	to	create	a	
halo-by-halo	catalogue	of	tidal	estimates.		

Diagonalize	it	and	extract	the	eigenvalues																		that	give	us	a	LSS classification:λ1, λ2, λ3

Halo tidal properties 

λi, j,k ≥ 0.3

λi, j ≥ 0.3

λi ≥ 0.3

λi, j,k < 0.3

knots: 

filaments:

sheets:

voids:



Halo tidal overdensity: 

Paranjape	et	al.	2018;	Ramakrishnan	et	al.	2019

The	anisotropy	parameter	is	a	mediator between the internal and large-scale properties of haloes 

αR ≡ (1 + δR)−1 q2

15

δR = λ1 + λ2 + λ3

Tidal anisotropy parameter: 

q2 =
1
2 [(λ2 − λ1)2 + (λ3 − λ1)2 + (λ3 − λ2)2]

Anisotropy is higher in filaments an lower in knots traces well the LSS δR
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Correlations	between	halo/galaxy	secondary	properties:
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Figure 5. Secondary properties of the IllustrisTNG300 galaxies (i.e. color, sSFR and size) as a function of the Vpeak color-coded with
the secondary halo properties (i.e. zstarve, cinfall, �env5Mpc/h, ↵R, �R).
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Even if apparently mild, these correlations are the drivers to obtain a good secondary matching
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The	secondary	matching	is	performed	through	conditional	PDFs	in	bins	of	stellar	mass:

blue peak

red peak

quenched peakSF peak
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Clustering	results	galaxy	color	-	halo	props: Red : (g − i) ≥ 0.85 Blue : (g − i) < 0.85
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Clustering	results	galaxy	sSFR	-	halo	props: Quiescent:logsSFR < -10.7 Star-forming: logsSFR > -10.7_



Summary Part I
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SHAM	is	a	simple,	yet	powerful,	prescription	able	to	place	galaxies	 into	their	host	
DM	haloes	reproducing	the	clustering	of	~	complete	samples.

DESI,	 Euclid,	 LSST,	 etc	 ...	 will	 target	 millions	 of	 galaxy	multi-tracers,	 most	 of	 them		
incomplete	in	many	parameter	spaces.	Therefore,	a	sophisticated modification of SHAM 
is needed.

The accuracy of this method strongly depends on the halo/galaxy secondary proxies 
chosen. The more they correlate, the better is the secondary matching, the higher the accuracy 
in the 2PCF modelling. Among the proxies we have tested the best are: galaxy color, sSFR and 
halo zstarve,	δR

SHAM+Age Matching links the internal and large-scale galaxy/halo properties	allowing	us	
to	model	 the	clustering of multi-tracers	on	all	 scales,	properly	 including	 the	secondary 
halo bias	and	the	physics	of	galaxy formation/evolution.
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Constraining the growth history σ8(z) using basic SHAM

Growth of structure VIPERS to SDSS 3
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Figure 1. The SDSS and VIPERS samples used in this study. Left: The selection of the SDSS sample on the absolute magnitude in
the r band, Mr . Middle: the selection of the VIPERS luminosity samples on MB with an evolution trend. Right: the selection of the
VIPERS stellar mass samples. In each panel the 90% completeness limits are indicated by the lines as a function of the galaxy colour
from blue to red (the colour is Mg � Mr for SDSS and U �V for VIPERS).

Figure 2. The distribution of the VIPERS sample as a function of U �V colour, absolute magnitude MB and stellar mass for the four
redshift bins. The contours contain 25, 50 and 90% of the sample. The horizontal and vertical dotted lines mark the stellar mass and
absolute magnitude thresholds respectively of the subsamples used in the analysis. The solid and dashed curves indicate the 90 and
50% completeness limits in stellar mass and absolute magnitude as a function of colour. The red sequence is above the stellar mass
completeness limit in each redshift bin.

Sample Redshift Mean z Threshold Count Volume Density
106h�3Mpc3 10�3h3Mpc�3

SDSS 0.020 < z < 0.106 0.063 Mr < �20.0 117959 21.90 5.85

L1 0.5 < z < 0.7 0.61 MB < �19.3 + (0.7 � z) 23352 4.93 11.8
M1 0.5 < z < 0.7 0.61 log M? > 9.26h�2M� 22508 4.93 11.8

L2 0.6 < z < 0.8 0.70 MB < �19.8 + (0.8 � z) 20579 5.98 8.57
M2 0.6 < z < 0.8 0.70 log M? > 9.57h�2M� 19577 5.98 8.57

L3 0.7 < z < 0.9 0.80 MB < �20.3 + (0.9 � z) 13046 6.96 4.79
M3 0.7 < z < 0.9 0.80 log M? > 9.93h�2M� 12270 6.96 4.79

L4 0.8 < z < 1.0 0.90 MB < �20.8 + (1.0 � z) 6305 7.86 2.13
M4 0.8 < z < 1.0 0.89 log M? > 10.29h�2M� 5881 7.86 2.13

Table 1. The galaxy samples used in this study. The number density is weighted to correct for survey incompleteness.

which employs a more restrictive r-band cut at r < 17.6 in or-
der to ensure a homogeneous selection across the SDSS foot-
print. The absolute magnitudes in the ugriz bands included
in the LSS catalog are K-corrected to z0 = 0.1 using kcor-

rect (Blanton et al. 2003). By blue-shifting the rest-frame to
z = 0.1, the e↵ect of the correction is minimised.

The NYU-VAGC provides all the elements needed to
measure the SDSS correlation function, including survey
mask, randoms, and galaxy weights. Following the proce-
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which employs a more restrictive r-band cut at r < 17.6 in or-
der to ensure a homogeneous selection across the SDSS foot-
print. The absolute magnitudes in the ugriz bands included
in the LSS catalog are K-corrected to z0 = 0.1 using kcor-

rect (Blanton et al. 2003). By blue-shifting the rest-frame to
z = 0.1, the e↵ect of the correction is minimised.

The NYU-VAGC provides all the elements needed to
measure the SDSS correlation function, including survey
mask, randoms, and galaxy weights. Following the proce-
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Granett,	Favole,	Montero-Dorta	et	al.	2019

SDSS,	Mr VIPERS,	MB	 VIPERS,	Mstar	
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Growth of structure VIPERS to SDSS 5

Figure 3. The distribution of Vpeak and Mvir halo proper-
ties in SMDPL at z = 0 (left panels) and z = 1 (right panels).
The horizontal solid and dashed lines in the bottom panels indi-
cate thresholds in Vpeak that give number densities of 10�2 and
10�3h3Mpc�3. The Mvir distributions after applying these selec-
tions are shown in the top panels (solid and dashed histograms).
The vertical dotted lines indicate the virial mass corresponding
to 10, 100 and 1000 simulation particles.

without scatter and in this case the SHAM model is deter-
mined solely by the densities of the samples listed in Table
1.

Fig. 3 shows the distributions of haloes at z = 0 and
z = 1 as a function of virial mass Mvir and Vpeak . Two
Vpeak threshold selections are indicated that give number

densities 10�2 and 10�3h3Mpc�3. The median halo mass of
the higher density selection is Mvir ⇠ 7.5 ⇥ 1011h�1M� at
z = 1 which corresponds to 7500 simulation particles and
guarantees that the haloes selected for the SHAM analysis
are robustly defined (Guo & White 2014).

The clustering amplitude of the galaxy field can be in-
ferred from measurements of the projected correlation func-
tion without being strongly impacted by the redshift-space
distortion signal caused by peculiar velocities (Davis & Pee-
bles 1983). The projected correlation function wp depends
on the perpendicular separation rp and is computed by in-
tegrating along the line-of-sight (⇡ direction):

wp(rp) = 2
π ⇡max

0
⇠g

�
rp, ⇡0

�
d⇡0. (2)

We set the integration limit to ⇡max = 50h�1Mpc.
We compute the redshift-space correlation function

⇠(rp, ⇡) for the galaxy surveys using the Landy-Szalay es-
timator (Landy & Szalay 1993). We employ two correla-
tion function code implementations, that of Favole et al.
(2017) and CUTE (Alonso 2012). The correlation func-
tions of the MultiDark SHAM samples are computed in the
plane-parallel approximation taking advantage of the peri-
odic boundaries of the cubic simulation box. The residual
redshift-space distortion signal in the projected correlation
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Figure 4. The projected correlation function measured in SDSS
(top panel) and VIPERS (bottom four panels) in luminosity and
stellar mass selected samples. The matched samples have the same
number density and thus share the same SHAM model (solid
curve).
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density. The horizontal error bars on this plot indicate 5%
variations in number density which is representative of the
sample variance in the VIPERS samples. The vertical error
bar propagates this error to the amplitude of the correla-
tion function and is at the percent level. In order to change
the amplitude of the correlation function by 10% requires
varying the number density by 50% at z = 0 and 30% at
z = 1.

We also see from Fig. 5 that the SHAM prediction be-
comes less sensitive to redshift at lower number density.
Therefore, to improve the constraining power requires higher
density samples which at high redshift becomes observation-
ally challenging.

The SHAM procedure can be extended to improve the
precision of the predictions. Scatter can be introduced to
account for the fact that galaxies of a specific stellar mass
are associated with a greater variety of halo properties than
the SHAM dictates. This may be due to stochastic processes
or error in the host halo assignment due to missing physical
ingredients. Investigations with hydrodynamic simulations
indicate that the relationship between galaxy stellar mass
and halo Vpeak is approximately 0.1 dex (Chaves-Montero
et al. 2016).

Fig. 6 shows the e↵ect of scatter following two ap-
proaches. First, we consider scatter applied to the stellar
mass (Behroozi et al. 2010, see also Trujillo-Gomez et al.
(2011) who apply scatter to luminosity). From the observa-
tional perspective, this scatter cannot be too large otherwise
the intrinsic (deconvolved) stellar mass function would be
inconsistent with observations. A large scatter also requires
extrapolating the stellar mass function to low masses below
observational limits. We thus test scatter in stellar mass of
0.1 dex. We find that scatter of �log M = 0.1 dex has no e↵ect
on the measured correlation function at the percent level for
the number densities of the VIPERS samples. This is due
to the fact that the stellar mass function is flattening at the
selection threshold (Reddick et al. 2013).

Next we consider a dispersion in Vpeak . This implies
that Vpeak is not a perfect proxy for galaxy assignment. The
advantage of applying scatter to Vpeak is that a large scatter
may be introduced without modifying the stellar mass func-
tion of galaxies. We find that the scatter of �logV = 0.1 dex
does modify the amplitude of the correlation function by 10
to 20% in the VIPERS samples. The scatter can improve
the match of the VIPERS data at high redshift but is not
required given the statistical error. However, scatter at the
same level applied at lower redshift is ruled out. The intro-
duction of free parameters to account for redshift-dependent
scatter would greatly limit the cosmological interpretation.

5 GROWTH OF STRUCTURE

We now adopt the SHAM model without scatter to con-
strain the growth of structure. For each galaxy sample, we
construct a halo sample with matching number density for
each one of 12 simulation outputs with snapshot redshifts
0 < zsnap < 1.3. The correlation functions of the halo sam-
ples from each snapshot are over-plotted in the panels of
Fig. 7.

The best-fitting snapshot redshift was found for each
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MB	selected	2PCFs	
are	lower	since	the	bluer	
VIPERS	rest-frame	is		
more	sensitive	to		
recent	SF	activity	and		
less	to	total	mass	

We	use	basic	SHAM	with	no	parameters	 to	avoid	 limiting	 the	 cosmological	 interpretation	Small	MultiDark	
(L=400	Mpc/h)	simulation	with	Planck15	fiducial	cosmology

Granett,	Favole,	Montero-Dorta	et	al.	2019
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Figure 8. Left: the �2 statistics for each galaxy sample (SDSS, M1, M2, M3, M4) as a function of redshift. The markers indicate the
SHAM models computed from the simulation snapshots while the curves were derived by extrapolation of the models. Negative snapshot
redshifts (scale factor > 1) corresponds to running the simulation into the future. Right: The best-fitting SHAM model as a function
of its simulation snapshot is plotted for each galaxy sample shown on the left. The right-most scale indicates the value of �8(z) of the
simulation snapshots. Three alternative growth histories are over-plotted with growth index � = 0.4, 0.7 and 0.85 which give di↵erent
mappings between the simulation redshift and the sample redshift.

Figure 9. The likelihood degeneracy between the model param-
eters � and �8 today. The contours mark the 1- and 2-� levels.
The broken curves show the constraints on � with fixed �8 = 0.82
and on �8 with fixed � = 0.55. The dotted curves indicate the bor-
ders of regions requiring extrapolation well beyond the simulation
snapshots at z < �0.3 or z > 1.5.
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where i and j index the rp bins of the projected correla-
tion function. The analysis was made on scales greater than
rmin = 1h�1Mpc to avoid systematic uncertainties in both the
observations and simulations. The covariance matrices were
inverted using the singular-value decomposition algorithm
with a threshold of 0.1 on the relative size of the eigenval-
ues. Fig. 8 shows the �2 values and best-fitting redshifts.
The uncertainty of the determinations was estimated with
the threshold ��2 = 1.

The evolution of �8 is shown in Fig 8 for alternative
gravity models parametrized by the growth index �. The
mapping is defined using the growth equation �8(z) (Eq. 1).
Considering the growth history in the MultiDark cosmology
�MD

8 (z) and an alternative model �08(z |�) we determine the

snapshot redshift zMD that satisfies �MD
8 (zMD) = �08(z |�).

In order to test models with high values of �8 we would
need simulation outputs at scale factors a > 1 (z < 0). Since
these are not available in MultiDark, we extrapolate the cor-
relation function to emulate these outputs. We also extrapo-
late to higher redshift which is required to test models with
low �8(z).

We computed the joint likelihood defined by the �2 in
Eq. 3 of each correlation function measurement as a func-
tion of �8 and �. All other cosmological parameters were
implicitly held fixed at the fiducial values of the MultiDark
simulation. The likelihood surface is shown in Fig. 9. Some
regions of the parameter space require extrapolation of the
model well beyond the simulation snapshots. The limits re-
quiring extrapolation to z < �0.3 and z > 1.5 are indicated
by the dotted curves in the figure but they are not excluded
from the likelihood analysis. The marginalised constraints
are � = 0.2+0.4

�0.3 and �8 = 0.87 ± 0.07. By fixing the value
of �8 today to the MultiDark value �8 = 0.82 we find the
growth index � = 0.6+0.3

�0.2. Considering the standard model
with � = 0.55 gives �8 = 0.85 ± 0.04.

6 DISCUSSION AND CONCLUSIONS

At low redshift the distribution of haloes has been shown
to be a good proxy for the distribution of galaxies and the
SHAM recipe has been a success for modelling galaxy clus-
tering. This is particularly true for galaxy samples that are
complete to the characteristic luminosity L?. At higher red-
shift VIPERS uniquely provides a dataset to complement
low redshift studies. Here, we have found that the standard
SHAM model without free parameters reproduces the am-
plitude of the projected correlation function over redshift
range 0 < z < 1 spanning SDSS and VIPERS.
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σ8(z) = σ8(0)exp [−∫
z

0
Ωm(z′�)γdln(1 + z′�)]

The	growth	history											can	be	parametrised	in	terms	of	the	growth	index	γ	as:σ8(z)

σ8(z)	in	the	fiducial	cosmology	is	fixed	at	the	
simulation	snapshot.	So	wp(rp)	measured	in	the	
simulation	implicitly	gives	us	wp(σ8)	and,	by	
minimising	the	likelihood,	we	infer	σ8(wpobs).	
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Figure 8. Left: the �2 statistics for each galaxy sample (SDSS, M1, M2, M3, M4) as a function of redshift. The markers indicate the
SHAM models computed from the simulation snapshots while the curves were derived by extrapolation of the models. Negative snapshot
redshifts (scale factor > 1) corresponds to running the simulation into the future. Right: The best-fitting SHAM model as a function
of its simulation snapshot is plotted for each galaxy sample shown on the left. The right-most scale indicates the value of �8(z) of the
simulation snapshots. Three alternative growth histories are over-plotted with growth index � = 0.4, 0.7 and 0.85 which give di↵erent
mappings between the simulation redshift and the sample redshift.
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Figure 9. The likelihood degeneracy between the model param-
eters � and �8 today. The contours mark the 1- and 2-� levels.
The broken curves show the constraints on � with fixed �8 = 0.82
and on �8 with fixed � = 0.55. The dotted curves indicate the bor-
ders of regions requiring extrapolation well beyond the simulation
snapshots at z < �0.3 or z > 1.5.
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where i and j index the rp bins of the projected correla-
tion function. The analysis was made on scales greater than
rmin = 1h�1Mpc to avoid systematic uncertainties in both the
observations and simulations. The covariance matrices were
inverted using the singular-value decomposition algorithm
with a threshold of 0.1 on the relative size of the eigenval-
ues. Fig. 8 shows the �2 values and best-fitting redshifts.
The uncertainty of the determinations was estimated with
the threshold ��2 = 1.

The evolution of �8 is shown in Fig 8 for alternative
gravity models parametrized by the growth index �. The
mapping is defined using the growth equation �8(z) (Eq. 1).
Considering the growth history in the MultiDark cosmology
�MD

8 (z) and an alternative model �08(z |�) we determine the

snapshot redshift zMD that satisfies �MD
8 (zMD) = �08(z |�).

In order to test models with high values of �8 we would
need simulation outputs at scale factors a > 1 (z < 0). Since
these are not available in MultiDark, we extrapolate the cor-
relation function to emulate these outputs. We also extrapo-
late to higher redshift which is required to test models with
low �8(z).

We computed the joint likelihood defined by the �2 in
Eq. 3 of each correlation function measurement as a func-
tion of �8 and �. All other cosmological parameters were
implicitly held fixed at the fiducial values of the MultiDark
simulation. The likelihood surface is shown in Fig. 9. Some
regions of the parameter space require extrapolation of the
model well beyond the simulation snapshots. The limits re-
quiring extrapolation to z < �0.3 and z > 1.5 are indicated
by the dotted curves in the figure but they are not excluded
from the likelihood analysis. The marginalised constraints
are � = 0.2+0.4

�0.3 and �8 = 0.87 ± 0.07. By fixing the value
of �8 today to the MultiDark value �8 = 0.82 we find the
growth index � = 0.6+0.3

�0.2. Considering the standard model
with � = 0.55 gives �8 = 0.85 ± 0.04.

6 DISCUSSION AND CONCLUSIONS

At low redshift the distribution of haloes has been shown
to be a good proxy for the distribution of galaxies and the
SHAM recipe has been a success for modelling galaxy clus-
tering. This is particularly true for galaxy samples that are
complete to the characteristic luminosity L?. At higher red-
shift VIPERS uniquely provides a dataset to complement
low redshift studies. Here, we have found that the standard
SHAM model without free parameters reproduces the am-
plitude of the projected correlation function over redshift
range 0 < z < 1 spanning SDSS and VIPERS.
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γ = 0.6 ± 0.3We	fix	σ8(0)	=	0.82	from	the	fiducial	cosmology	and	get:

σ8 = 0.85 ± 0.04We	fix	γ =	0.55 from	the	fiducial	cosmology	and	get: σ8 = 0.85 ± 0.04

γ = 0.6 ± 0.3



Our	results	can	be	considered	model	dependent	as	they	rely	on	SHAM		

But	they	are	not	calibrated	on	CMB,	which	tightens	the	errors	

Our	errors	are	better	than	VIPERS	estimates	from	RSD	only	

With	future	surveys	we	will	measure	the	growth	history	at	low	z	with	no	need	of	CMB	

Next step is to constrain σ8(z) using SHAM + Age Matching 

Future: comprehensive clustering + weak lensing model able to accurately predict both 
observables for galaxy multi-tracers 
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