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Outline of lectures
1. The problem: collisionless Boltzmann equation and fluid approximation


1. Linear evolution


2. Nonlinear evolution of matter


1. Perturbation theory


2. Simulations


3. Phenomenology of nonlinear matter distribution


3. Formation and distribution of galaxies


1. Galaxy formation in a nutshell


2. Spherical collapse model


3. Physical clustering of halos and galaxies; bias


4. Observed clustering of galaxies


4. Beyond ΛCDM
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Notation

• Comoving coordinates:


• Conformal time:


• Comoving distance:


• Particle velocity/momentum:


• Fluid velocity; divergence:


• Gravitational potential:

D
Symbols

D.1 Mathematical and geometrical definitions

Symbol Explanation

ḟ (x, t) ≡ ∂f (x, t)/∂t Partial derivative with respect to time
f ′(x,η) ≡ ∂f (x,η)/∂η Derivative with respect to conformal time
φ,α ≡ ∂φ(x)/∂xα Partial derivative with respect to coordinate xα

δν
α , δij Kronecker symbol

δ
(n)
D (k − k) Dirac-delta distribution in n dimensions

êx,y,z Unit vector in direction of three spatial Cartesian axes
n̂ 3D unit vector (full-sky position)
θ 2D Euclidean vector (flat-sky position)
d' Solid angle integration measure

Throughout, spatial indices ijk . . . are raised and lowered with δij .

D.2 Frequently used relations
Frequently used time integration measures are

dη = dt

a(t)
= da

a2H(a)
= d lna

aH(a)
. (D.1)

For light rays, we further have

dχ = −dη = dz

H(z)
. (D.2)

Our convention for the perturbed FLRW metric is (Eq. (3.49))

g00(x, t) = −1 − 2)(x, t),

g0i (x, t) = 0,

gij (x, t) = a2(t)δij [1 + 2*(x, t)] . (D.3)
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Recap
• In Lecture 1, we derived the collisionless Boltzmann 

equation for DM and baryons


• Combined with Poisson equation for gravitational 
potential, these govern all of cosmological structure 
formation at late times


• We then took moments to obtain the fluid equations 
(continuity & Euler), and dropped the curl velocity


• Result:
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three equations to solve:

δm
′ + ∂

∂xj

[
(1 + δm)u

j
m

]
= 0,

ui
m

′ + u
j
m

∂

∂xj
ui

m + aHui
m + ∂#

∂xi
= 0,

∇2# = 3
2
$m(η)(aH)2δm. (12.23)

In the last line, we have used the definition of the time-dependent density parameter $m(η)

to replace 4πGρm with (3/2)$m(η)H 2(η). $m(η) is to be distinguished from our convention
$m = $m(η0) up to now. We will use $m(η) only in this section, since it is very convenient,
and revert back to the $m = $m(η0) convention after; bear in mind, however, that the use
of a time-dependent $m is quite common in the literature.

We have thus reduced the 6 + 1-dimensional Vlasov–Poisson system of integro-diffe-
rential equations into the Euler–Poisson system of coupled partial differential equations
in 3 + 1 dimensions—a significant simplification! Next, let us introduce the velocity diver-
gence θm ≡ ∂iu

i
m, and take the divergence of the Euler equation. Further, let us move those

terms that are nonlinear in the variables we wish to solve for to the right-hand side:

δm
′ + θm = −δmθm − u

j
m

∂

∂xj
δm,

θm
′ + aHθm + ∇2# = −u

j
m

∂

∂xj
θm − (∂iu

j
m)(∂j u

i
m). (12.24)

Unfortunately, this is still a coupled system of nonlinear partial differential equations
which in general cannot be solved in any closed form. However, we will see that the sim-
plicity of the matter-dominated universe allows us to make progress in an approximate
way.

If we set the right-hand sides of the continuity and Euler equations to zero, we recover
the linear set of equations we solved to obtain the growth factor in Sect. 8.5. That is, the
solution for the density was simply proportional to the initial density field, with a time-
dependent proportionality constant which we called the growth factor D+(η):

δm(x,η) = δ(1)(x,η) ≡ D+(η)δ0(x), (12.25)

where δ0(x) = δm(x,ηref)/D+(ηref) is the scaled density field at some arbitrary, but fixed
reference epoch ηref. The linear continuity equation yields

θ (1)(x,η) = −δ(1)′(x,η) = −aHf (η)δ(1)(x,η), (12.26)

where f = d lnD+/d lna is the growth rate we introduced in Sect. 8.5. You might have no-
ticed a subtle assumption we have made in going from Eq. (12.23) to Eq. (12.24): by taking
the divergence of the Euler equation, we have neglected the curl part of the velocity, or
vorticity, ωm = ∇ × um. As we have seen in Ch. 8, the growing-mode solution Eq. (12.25)
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Recap

• We then derived the linear approximation, 
when all of δ,θ,Ψ are small:

The density at all points in (real or Fourier) space evolves independently!
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FIGURE 12.1 Standard deviation σW =
√〈

δ2
W

〉
of the linear matter density field at z = 0 smoothed with real-space

tophat and sharp-k filters, as a function of the smoothing scale R. When filtered on a large scale, the fluctuations
of the density field are small, while fluctuations on small scales become large. Evaluating the black solid curve

at R = 8h−1 Mpc yields the commonly used amplitude parameter σ8. We also show the RMS value
√〈

#2
W

〉
of the

gravitational potential multiplied by 104. The potential fluctuations are very small on all scales.

Clearly, we have to do better. Notice also that the precise filter shape is not important for
this conclusion, as any reasonable filter leads to the same trend.

We can also compute the variance of metric perturbations $ as a function of scale. This
is also shown in the figure. Interestingly, the typical potential fluctuations remain small,
! 10−4, on all scales.3 This is easy to understand: the integral in Eq. (12.4) is dominated by
high wavenumbers k, and peaks near the scale picked out by the filter W . On small scales,
then, the integral is dominated by contributions where k " aH ∼ 3 · 10−4 h Mpc−1, that
is, spatial scales that are much smaller than the Hubble radius. Then, the first term in the
Poisson equation (12.1) is by far the dominant one (note that #′ is at most of order (a′/a)#),
and it simply becomes

−k2$ = 4πGa2ρmδm. (12.5)

This is the well-known Poisson equation of Newtonian gravity, with additional factors of a

because the wavenumber k is in comoving units. Thus, the magnitude of $(k) is propor-
tional to δm(k)/k2, and so is highly suppressed compared to the density on small scales.
This explains why the typical potential fluctuations in the universe remain small even
though density fluctuations become large. Another way to see the same result is to recall
the evolution of potential and density during matter domination: the potentials remain
constant, while the density perturbations grow as the linear growth factor D+(η) ∝ a(η).

We can use this result to our advantage. First, given the smallness of spacetime pertur-
bations, we can continue to work to linear order in the potential $. This means that the

3
Technically,

〈
#2

W

〉
diverges logarithmically when including modes with k → 0. Only potential perturbations

within our current horizon are observable, so we have used a cutoff kmin = 10−4 hMpc−1. The precise value of
this cutoff has a very small impact on the numerical result.

• We looked at the variance of 
matter density field filtered 
on different scales:  


• Shape is consequence of 
initial conditions from 
inflation


• Clearly, to describe universe 
on scales smaller than 
hundreds of Mpc, we need to 
go beyond linear theory!

Going beyond linear 
theory
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• Let’s go back to full fluid equations


• They contain nonlinear terms, specifically 
quadratic terms, moved here to the r.h.s.:

Chapter 12 • Growth of structure: beyond linear theory 333

three equations to solve:

δm
′ + ∂

∂xj

[
(1 + δm)u

j
m

]
= 0,

ui
m

′ + u
j
m

∂

∂xj
ui

m + aHui
m + ∂#

∂xi
= 0,

∇2# = 3
2
$m(η)(aH)2δm. (12.23)

In the last line, we have used the definition of the time-dependent density parameter $m(η)

to replace 4πGρm with (3/2)$m(η)H 2(η). $m(η) is to be distinguished from our convention
$m = $m(η0) up to now. We will use $m(η) only in this section, since it is very convenient,
and revert back to the $m = $m(η0) convention after; bear in mind, however, that the use
of a time-dependent $m is quite common in the literature.

We have thus reduced the 6 + 1-dimensional Vlasov–Poisson system of integro-diffe-
rential equations into the Euler–Poisson system of coupled partial differential equations
in 3 + 1 dimensions—a significant simplification! Next, let us introduce the velocity diver-
gence θm ≡ ∂iu

i
m, and take the divergence of the Euler equation. Further, let us move those

terms that are nonlinear in the variables we wish to solve for to the right-hand side:

δm
′ + θm = −δmθm − u

j
m

∂

∂xj
δm,

θm
′ + aHθm + ∇2# = −u

j
m

∂

∂xj
θm − (∂iu

j
m)(∂j u

i
m). (12.24)

Unfortunately, this is still a coupled system of nonlinear partial differential equations
which in general cannot be solved in any closed form. However, we will see that the sim-
plicity of the matter-dominated universe allows us to make progress in an approximate
way.

If we set the right-hand sides of the continuity and Euler equations to zero, we recover
the linear set of equations we solved to obtain the growth factor in Sect. 8.5. That is, the
solution for the density was simply proportional to the initial density field, with a time-
dependent proportionality constant which we called the growth factor D+(η):

δm(x,η) = δ(1)(x,η) ≡ D+(η)δ0(x), (12.25)

where δ0(x) = δm(x,ηref)/D+(ηref) is the scaled density field at some arbitrary, but fixed
reference epoch ηref. The linear continuity equation yields

θ (1)(x,η) = −δ(1)′(x,η) = −aHf (η)δ(1)(x,η), (12.26)

where f = d lnD+/d lna is the growth rate we introduced in Sect. 8.5. You might have no-
ticed a subtle assumption we have made in going from Eq. (12.23) to Eq. (12.24): by taking
the divergence of the Euler equation, we have neglected the curl part of the velocity, or
vorticity, ωm = ∇ × um. As we have seen in Ch. 8, the growing-mode solution Eq. (12.25)
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of a time-dependent $m is quite common in the literature.
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Unfortunately, this is still a coupled system of nonlinear partial differential equations
which in general cannot be solved in any closed form. However, we will see that the sim-
plicity of the matter-dominated universe allows us to make progress in an approximate
way.

If we set the right-hand sides of the continuity and Euler equations to zero, we recover
the linear set of equations we solved to obtain the growth factor in Sect. 8.5. That is, the
solution for the density was simply proportional to the initial density field, with a time-
dependent proportionality constant which we called the growth factor D+(η):

δm(x,η) = δ(1)(x,η) ≡ D+(η)δ0(x), (12.25)

where δ0(x) = δm(x,ηref)/D+(ηref) is the scaled density field at some arbitrary, but fixed
reference epoch ηref. The linear continuity equation yields

θ (1)(x,η) = −δ(1)′(x,η) = −aHf (η)δ(1)(x,η), (12.26)

where f = d lnD+/d lna is the growth rate we introduced in Sect. 8.5. You might have no-
ticed a subtle assumption we have made in going from Eq. (12.23) to Eq. (12.24): by taking
the divergence of the Euler equation, we have neglected the curl part of the velocity, or
vorticity, ωm = ∇ × um. As we have seen in Ch. 8, the growing-mode solution Eq. (12.25)

is just linear!

Going beyond linear 
theory
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• That structure suggests iterative approach: 
plug in linear solution to nonlinear source 
terms, and solve for second order:

where we have used the Poisson equation for 

Going beyond linear 
theory334 Modern Cosmology

corresponds to a longitudinal, i.e. curl-free velocity field. In fact, you can show in Exer-
cise 12.2 that the vorticity is not sourced in the system Eq. (12.23) even at nonlinear order.
This means that it keeps decaying (ωi

m ∝ 1/a) and can be neglected here.
Eq. (12.24) now suggests an iterative approach to the solution: our linear solution was

obtained neglecting the nonlinear terms on the right-hand side. Our next approximation
is to insert the linear solution into the nonlinear terms:

δ(2)′ + θ (2) = −δ(1)θ (1) − (u(1))j
∂

∂xj
δ(1),

θ (2)′ + aHθ (2) + 3
2
%m(η)(aH)2δ(2) = −(u(1))j

∂

∂xj
θ (1) − [∂i (u

(1))j ][∂j (u
(1))i], (12.27)

where we have used the Poisson equation for '(2),

∇2'(2) = 3
2
%m(η)(aH)2δ(2). (12.28)

This is now an inhomogeneous but still linear system of partial differential equations for
δ(2), θ (2). In fact, it can be turned into a system of ordinary differential equations and then
solved. We will see how this miracle happens in a moment. Eq. (12.27) shows that δ(2) and
θ (2) are sourced by terms that involve the square of the linear fields. Then, on large scales
where these linear fields are small (see Fig. 12.1), the source terms will be even smaller so
that δ(2) is a small correction to δ(1). The end result we are aiming for, then, is to expand the
nonlinear field δm as

δm(x,η) = δ(1)(x,η) + δ(2)(x,η) + · · · + δ(n)(x,η),

θm(x,η) = θ (1)(x,η) + θ (2)(x,η) + · · · + θ (n)(x,η), (12.29)

where the source terms for δ(n), θ (n) involve n powers of the linear fields, and so each
term in the series Eq. (12.29) is smaller than the previous one. As long as this holds, our
perturbation-theory prediction for δm and θm should become more and more accurate as
we increase n, i.e. include more higher-order terms. Computing the terms in the expansion
Eq. (12.29), and determining the scales on which this expansion is valid, are the main goals
of the perturbative approach to nonlinear large-scale structure. Notice that, starting from
Eq. (12.25), we have dropped the subscripts “m” on δ(n), θ (n) for notational clarity, since we
deal exclusively with the matter fields in the following.

To begin, let us transform Eq. (12.27) to Fourier space, x → k. The left-hand sides are
easy to transform, since they are linear. The real-space products on the right-hand side
turn into convolutions in Fourier space, where the linear density, velocity, and potential
are simply related in Fourier space:

(u(1))i(k,η) = iki

k2 aHf δ(1)(k,η),

'(k,η) = −3
2
%m(η)

(aH)2

k2 δm(k,η). (12.30)
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term in the series Eq. (12.29) is smaller than the previous one. As long as this holds, our
perturbation-theory prediction for δm and θm should become more and more accurate as
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• Idea: expand all fields according to:


• Each order collects all terms that have the same 
number of linear fields δ(1), θ(1)


• This approach is expected to work as long as each 
successive term in the series is smaller than the 
previous one


• Of course, in practice we always stop at some n

Perturbation theory

334 Modern Cosmology

corresponds to a longitudinal, i.e. curl-free velocity field. In fact, you can show in Exer-
cise 12.2 that the vorticity is not sourced in the system Eq. (12.23) even at nonlinear order.
This means that it keeps decaying (ωi

m ∝ 1/a) and can be neglected here.
Eq. (12.24) now suggests an iterative approach to the solution: our linear solution was

obtained neglecting the nonlinear terms on the right-hand side. Our next approximation
is to insert the linear solution into the nonlinear terms:
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This is now an inhomogeneous but still linear system of partial differential equations for
δ(2), θ (2). In fact, it can be turned into a system of ordinary differential equations and then
solved. We will see how this miracle happens in a moment. Eq. (12.27) shows that δ(2) and
θ (2) are sourced by terms that involve the square of the linear fields. Then, on large scales
where these linear fields are small (see Fig. 12.1), the source terms will be even smaller so
that δ(2) is a small correction to δ(1). The end result we are aiming for, then, is to expand the
nonlinear field δm as

δm(x,η) = δ(1)(x,η) + δ(2)(x,η) + · · · + δ(n)(x,η),

θm(x,η) = θ (1)(x,η) + θ (2)(x,η) + · · · + θ (n)(x,η), (12.29)

where the source terms for δ(n), θ (n) involve n powers of the linear fields, and so each
term in the series Eq. (12.29) is smaller than the previous one. As long as this holds, our
perturbation-theory prediction for δm and θm should become more and more accurate as
we increase n, i.e. include more higher-order terms. Computing the terms in the expansion
Eq. (12.29), and determining the scales on which this expansion is valid, are the main goals
of the perturbative approach to nonlinear large-scale structure. Notice that, starting from
Eq. (12.25), we have dropped the subscripts “m” on δ(n), θ (n) for notational clarity, since we
deal exclusively with the matter fields in the following.

To begin, let us transform Eq. (12.27) to Fourier space, x → k. The left-hand sides are
easy to transform, since they are linear. The real-space products on the right-hand side
turn into convolutions in Fourier space, where the linear density, velocity, and potential
are simply related in Fourier space:
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• So let’s proceed with solving at second 
order:


• R.h.s. involves derivatives and velocity u: 
more easily solved in Fourier space

• The linear velocity is given by

Second order

334 Modern Cosmology

corresponds to a longitudinal, i.e. curl-free velocity field. In fact, you can show in Exer-
cise 12.2 that the vorticity is not sourced in the system Eq. (12.23) even at nonlinear order.
This means that it keeps decaying (ωi

m ∝ 1/a) and can be neglected here.
Eq. (12.24) now suggests an iterative approach to the solution: our linear solution was

obtained neglecting the nonlinear terms on the right-hand side. Our next approximation
is to insert the linear solution into the nonlinear terms:
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where we have used the Poisson equation for '(2),
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2
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This is now an inhomogeneous but still linear system of partial differential equations for
δ(2), θ (2). In fact, it can be turned into a system of ordinary differential equations and then
solved. We will see how this miracle happens in a moment. Eq. (12.27) shows that δ(2) and
θ (2) are sourced by terms that involve the square of the linear fields. Then, on large scales
where these linear fields are small (see Fig. 12.1), the source terms will be even smaller so
that δ(2) is a small correction to δ(1). The end result we are aiming for, then, is to expand the
nonlinear field δm as
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term in the series Eq. (12.29) is smaller than the previous one. As long as this holds, our
perturbation-theory prediction for δm and θm should become more and more accurate as
we increase n, i.e. include more higher-order terms. Computing the terms in the expansion
Eq. (12.29), and determining the scales on which this expansion is valid, are the main goals
of the perturbative approach to nonlinear large-scale structure. Notice that, starting from
Eq. (12.25), we have dropped the subscripts “m” on δ(n), θ (n) for notational clarity, since we
deal exclusively with the matter fields in the following.
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easy to transform, since they are linear. The real-space products on the right-hand side
turn into convolutions in Fourier space, where the linear density, velocity, and potential
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k2 δm(k,η). (12.30)
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Here, the time-independent source terms are given by

Sδ(k) =
∫
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δ0(k1)δ0(k2). (12.34)

In the $CDM cosmology and dark energy cosmologies with similar expansion histories, it
turns out that the quantity %m(η)/f 2(η) is very close to 1. Recall from Eq. (8.78) that the
growth rate can be well approximated by f (η) #

[
%m(η)

]0.55. Thus, it is a good approxima-
tion (in practice, better than 1% in δ(2), θ (2)), to set this ratio to unity. Then, the only terms
in Eq. (12.33) that depend explicitly on time (via D+) are the source terms. Let us then make
the following power-law ansatz:

δ(2)(k,D+) = Aδ(k)Dn
+; θ̂ (2)(k,D+) = Aθ (k)Dn

+. (12.35)

Inserting this into Eq. (12.33) yields
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n
+ = D2

+Sθ . (12.36)

Clearly, for this to hold at all times D+, we need n = 2. With this, solving for Aδ and Aθ yields

Aδ(k) = 5
7
Sδ(k) − 2

7
Sθ (k),

Aθ (k) = −3
7
Sδ(k) + 4

7
Sθ (k). (12.37)

Note that this is only one, the fastest-growing solution, but this is the one we are interested
in anyway. Going back to conformal time η, we can thus write
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Here, the time-independent source terms are given by
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In the $CDM cosmology and dark energy cosmologies with similar expansion histories, it
turns out that the quantity %m(η)/f 2(η) is very close to 1. Recall from Eq. (8.78) that the
growth rate can be well approximated by f (η) #

[
%m(η)

]0.55. Thus, it is a good approxima-
tion (in practice, better than 1% in δ(2), θ (2)), to set this ratio to unity. Then, the only terms
in Eq. (12.33) that depend explicitly on time (via D+) are the source terms. Let us then make
the following power-law ansatz:

δ(2)(k,D+) = Aδ(k)Dn
+; θ̂ (2)(k,D+) = Aθ (k)Dn

+. (12.35)

Inserting this into Eq. (12.33) yields
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Clearly, for this to hold at all times D+, we need n = 2. With this, solving for Aδ and Aθ yields

Aδ(k) = 5
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Sδ(k) − 2

7
Sθ (k),

Aθ (k) = −3
7
Sδ(k) + 4

7
Sθ (k). (12.37)

Note that this is only one, the fastest-growing solution, but this is the one we are interested
in anyway. Going back to conformal time η, we can thus write
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Here, the time-independent source terms are given by

Sδ(k) =
∫
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(2π)3

∫
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(2π)3 (2π)3δ
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×
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k2
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]

δ0(k1)δ0(k2),
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+ (k1 · k2)
2

k2
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2

]

δ0(k1)δ0(k2). (12.34)

In the $CDM cosmology and dark energy cosmologies with similar expansion histories, it
turns out that the quantity %m(η)/f 2(η) is very close to 1. Recall from Eq. (8.78) that the
growth rate can be well approximated by f (η) #

[
%m(η)

]0.55. Thus, it is a good approxima-
tion (in practice, better than 1% in δ(2), θ (2)), to set this ratio to unity. Then, the only terms
in Eq. (12.33) that depend explicitly on time (via D+) are the source terms. Let us then make
the following power-law ansatz:

δ(2)(k,D+) = Aδ(k)Dn
+; θ̂ (2)(k,D+) = Aθ (k)Dn

+. (12.35)

Inserting this into Eq. (12.33) yields

nAδD
n
+ + AθD

n
+ = D2

+Sδ,

nAθD
n
+ + 1

2
AθD

n
+ + 3

2
AδD

n
+ = D2

+Sθ . (12.36)

Clearly, for this to hold at all times D+, we need n = 2. With this, solving for Aδ and Aθ yields

Aδ(k) = 5
7
Sδ(k) − 2

7
Sθ (k),

Aθ (k) = −3
7
Sδ(k) + 4

7
Sθ (k). (12.37)

Note that this is only one, the fastest-growing solution, but this is the one we are interested
in anyway. Going back to conformal time η, we can thus write

δ(2)(k,η) = D2
+(η)

∫
d3k1

(2π)3

∫
d3k2

(2π)3 (2π)3δ
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θ (2)(k,η) = aHf θ̂ (2) = −aHf D2
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× G2(k1,k2)δ0(k1)δ0(k2), (12.38)
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where
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. (12.39)

We have symmetrized these kernels in k1, k2 for convenience, since they are integrated
against a symmetric integrand in Eq. (12.38).

We have thus obtained a closed-form solution for the second-order density and veloc-
ity fields, given the linear density field at a reference epoch δ0(k). This procedure can be
straightforwardly continued to higher order. For example, the equation for δ(3), θ̂ (3) looks
exactly like Eq. (12.33) on the left-hand side; the source terms on the right-hand side now
involve products of δ(1) and δ(2), θ̂ (2), and scale as D3

+(η). Approximating $m/f 2 = 1 again,
the equations can be integrated analytically leading to δ(3), θ̂ (3) ∝ D3

+. This continues to
any higher order, and the nth order solution can be written as

δ(n)(k,η) = Dn
+(η)

[
n∏

i=1

∫
d3ki

(2π)3

]

(2π)3δ
(3)
D
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ki
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× Fn(k1, · · · ,kn)δ0(k1) · · · δ0(kn),
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× Gn(k1, · · · ,kn)δ0(k1) · · · δ0(kn). (12.40)

This trivially holds for n = 1 (linear order) as well if we define F1 = G1 = 1. Notice that
the nth order density and velocity fields involve precisely n powers of the linear matter
density δ0, as anticipated in the discussion below Eq. (12.29). The kernels Fn, Gn are fully
symmetric polynomials in their arguments, and can be computed iteratively order by order
(for convenient recurrence relations, see Bernardeau et al., 2002).

This very neat result allows us to explicitly calculate how structure in the universe
evolves nonlinearly. There is in fact an intuitive representation of the perturbative expan-
sion in terms of diagrams, as shown in Fig. 12.2, which is closely analogous to the Feynman
diagrams of quantum field theory. The second-order density field δ(2) is constructed by
joining two instances of the initial (linear) density field with an F2 kernel. Similarly, the
nth order field is made by joining n initial density fields with the nth order kernel Fn. The
analogous rules hold for the expansion of the velocity divergence.

Most importantly, the perturbation-theory prediction Eq. (12.40) allows us to compute
the statistics of the nonlinear, evolved density in terms of the statistics of the linear field
δ0(k). The power spectrum of δm(k) can be written as

〈
δm(k,η)δm(k′,η)

〉
=

n+l even∑

n,l=1,2,.···

〈
δ(n)(k,η)δ(l)(k′,η)

〉
. (12.41)

14

time-independent perturbation theory kernel

* Assume matter domination when integrating equations; accurate to better than 1%.
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]0.55. Thus, it is a good approxima-
tion (in practice, better than 1% in δ(2), θ (2)), to set this ratio to unity. Then, the only terms
in Eq. (12.33) that depend explicitly on time (via D+) are the source terms. Let us then make
the following power-law ansatz:
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We have symmetrized these kernels in k1, k2 for convenience, since they are integrated
against a symmetric integrand in Eq. (12.38).

We have thus obtained a closed-form solution for the second-order density and veloc-
ity fields, given the linear density field at a reference epoch δ0(k). This procedure can be
straightforwardly continued to higher order. For example, the equation for δ(3), θ̂ (3) looks
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This trivially holds for n = 1 (linear order) as well if we define F1 = G1 = 1. Notice that
the nth order density and velocity fields involve precisely n powers of the linear matter
density δ0, as anticipated in the discussion below Eq. (12.29). The kernels Fn, Gn are fully
symmetric polynomials in their arguments, and can be computed iteratively order by order
(for convenient recurrence relations, see Bernardeau et al., 2002).

This very neat result allows us to explicitly calculate how structure in the universe
evolves nonlinearly. There is in fact an intuitive representation of the perturbative expan-
sion in terms of diagrams, as shown in Fig. 12.2, which is closely analogous to the Feynman
diagrams of quantum field theory. The second-order density field δ(2) is constructed by
joining two instances of the initial (linear) density field with an F2 kernel. Similarly, the
nth order field is made by joining n initial density fields with the nth order kernel Fn. The
analogous rules hold for the expansion of the velocity divergence.

Most importantly, the perturbation-theory prediction Eq. (12.40) allows us to compute
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Here, the time-independent source terms are given by
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In the $CDM cosmology and dark energy cosmologies with similar expansion histories, it
turns out that the quantity %m(η)/f 2(η) is very close to 1. Recall from Eq. (8.78) that the
growth rate can be well approximated by f (η) #
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]0.55. Thus, it is a good approxima-
tion (in practice, better than 1% in δ(2), θ (2)), to set this ratio to unity. Then, the only terms
in Eq. (12.33) that depend explicitly on time (via D+) are the source terms. Let us then make
the following power-law ansatz:

δ(2)(k,D+) = Aδ(k)Dn
+; θ̂ (2)(k,D+) = Aθ (k)Dn
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Clearly, for this to hold at all times D+, we need n = 2. With this, solving for Aδ and Aθ yields
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Note that this is only one, the fastest-growing solution, but this is the one we are interested
in anyway. Going back to conformal time η, we can thus write
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FIGURE 12.2 Diagrammatic representation of the second-order density field δ(2) (left) and the nth order density field
(right). In each case, the final density field is connected to n initial density fields by the interaction kernel Fn (with
n = 2 in the case of δ(2)). Analogous diagrams describe the velocity divergence θ (n) in terms of kernels Gn. Here we
suppress the time arguments for clarity.

Now, this result is not very practical, since we have to sum over infinitely many terms. In
fact, perturbation theory makes sense only if we can truncate the sum after a finite number
of terms, and the discarded terms are smaller than the ones we include. So let us look at
the first three terms in the sum:

〈
δm(k,η)δm(k′,η)

〉
= D2

+(η)
〈
δ0(k)δ0(k

′)
〉

+
〈
δ(2)(k,η)δ(2)(k′,η)

〉
+ 2

〈
δ(1)(k,η)δ(3)(k′,η)

〉
+ · · · . (12.42)

The first line contains the linear power spectrum at time η. The terms in the second line
make up the leading nonlinear correction to the matter power spectrum, i.e. the next-to-
leading order (NLO) matter power spectrum. They can be expanded using the fact that δ0

is a Gaussian field (see Box 12.1); in fact we have already dropped terms that involve three
fields δ0 in Eqs. (12.41)–(12.42), since they vanish.

12.1 Gaussian random fields
In cosmology, we usually compress the information in fields such as the matter density field
into summary statistics, like the by-now familiar matter power spectrum. We have learned that
the linear matter density δ0 is a Gaussian random field, a property inherited from the quan-
tum fluctuations during inflation. Let us now define this more precisely. We begin in real space.
A general Gaussian random field δ0(x) with vanishing mean is completely specified by its two-
point correlation function,

〈δ0(x1)δ0(x2)〉 = ξ(x1 − x2), (12.43)

which could be isotropic, ξ(r) = ξ(|r|), but it does not have to be (while ξ(−r) = ξ(r) has to
hold by symmetry). The expectation value of three fields, and in fact any odd number of fields,

Eq. (12.40)
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• Similarly, we can go to higher orders:
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FIGURE 12.2 Diagrammatic representation of the second-order density field δ(2) (left) and the nth order density field
(right). In each case, the final density field is connected to n initial density fields by the interaction kernel Fn (with
n = 2 in the case of δ(2)). Analogous diagrams describe the velocity divergence θ (n) in terms of kernels Gn. Here we
suppress the time arguments for clarity.

Now, this result is not very practical, since we have to sum over infinitely many terms. In
fact, perturbation theory makes sense only if we can truncate the sum after a finite number
of terms, and the discarded terms are smaller than the ones we include. So let us look at
the first three terms in the sum:
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The first line contains the linear power spectrum at time η. The terms in the second line
make up the leading nonlinear correction to the matter power spectrum, i.e. the next-to-
leading order (NLO) matter power spectrum. They can be expanded using the fact that δ0

is a Gaussian field (see Box 12.1); in fact we have already dropped terms that involve three
fields δ0 in Eqs. (12.41)–(12.42), since they vanish.

12.1 Gaussian random fields
In cosmology, we usually compress the information in fields such as the matter density field
into summary statistics, like the by-now familiar matter power spectrum. We have learned that
the linear matter density δ0 is a Gaussian random field, a property inherited from the quan-
tum fluctuations during inflation. Let us now define this more precisely. We begin in real space.
A general Gaussian random field δ0(x) with vanishing mean is completely specified by its two-
point correlation function,

〈δ0(x1)δ0(x2)〉 = ξ(x1 − x2), (12.43)

which could be isotropic, ξ(r) = ξ(|r|), but it does not have to be (while ξ(−r) = ξ(r) has to
hold by symmetry). The expectation value of three fields, and in fact any odd number of fields,
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We have symmetrized these kernels in k1, k2 for convenience, since they are integrated
against a symmetric integrand in Eq. (12.38).

We have thus obtained a closed-form solution for the second-order density and veloc-
ity fields, given the linear density field at a reference epoch δ0(k). This procedure can be
straightforwardly continued to higher order. For example, the equation for δ(3), θ̂ (3) looks
exactly like Eq. (12.33) on the left-hand side; the source terms on the right-hand side now
involve products of δ(1) and δ(2), θ̂ (2), and scale as D3

+(η). Approximating $m/f 2 = 1 again,
the equations can be integrated analytically leading to δ(3), θ̂ (3) ∝ D3

+. This continues to
any higher order, and the nth order solution can be written as
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This trivially holds for n = 1 (linear order) as well if we define F1 = G1 = 1. Notice that
the nth order density and velocity fields involve precisely n powers of the linear matter
density δ0, as anticipated in the discussion below Eq. (12.29). The kernels Fn, Gn are fully
symmetric polynomials in their arguments, and can be computed iteratively order by order
(for convenient recurrence relations, see Bernardeau et al., 2002).

This very neat result allows us to explicitly calculate how structure in the universe
evolves nonlinearly. There is in fact an intuitive representation of the perturbative expan-
sion in terms of diagrams, as shown in Fig. 12.2, which is closely analogous to the Feynman
diagrams of quantum field theory. The second-order density field δ(2) is constructed by
joining two instances of the initial (linear) density field with an F2 kernel. Similarly, the
nth order field is made by joining n initial density fields with the nth order kernel Fn. The
analogous rules hold for the expansion of the velocity divergence.

Most importantly, the perturbation-theory prediction Eq. (12.40) allows us to compute
the statistics of the nonlinear, evolved density in terms of the statistics of the linear field
δ0(k). The power spectrum of δm(k) can be written as

〈
δm(k,η)δm(k′,η)

〉
=

n+l even∑

n,l=1,2,.···

〈
δ(n)(k,η)δ(l)(k′,η)

〉
. (12.41)

PT kernels Fn obey recursion relation.
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• Terms with odd number of δ0 vanish
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FIGURE 12.2 Diagrammatic representation of the second-order density field δ(2) (left) and the nth order density field
(right). In each case, the final density field is connected to n initial density fields by the interaction kernel Fn (with
n = 2 in the case of δ(2)). Analogous diagrams describe the velocity divergence θ (n) in terms of kernels Gn. Here we
suppress the time arguments for clarity.

Now, this result is not very practical, since we have to sum over infinitely many terms. In
fact, perturbation theory makes sense only if we can truncate the sum after a finite number
of terms, and the discarded terms are smaller than the ones we include. So let us look at
the first three terms in the sum:

〈
δm(k,η)δm(k′,η)

〉
= D2

+(η)
〈
δ0(k)δ0(k

′)
〉

+
〈
δ(2)(k,η)δ(2)(k′,η)

〉
+ 2

〈
δ(1)(k,η)δ(3)(k′,η)

〉
+ · · · . (12.42)

The first line contains the linear power spectrum at time η. The terms in the second line
make up the leading nonlinear correction to the matter power spectrum, i.e. the next-to-
leading order (NLO) matter power spectrum. They can be expanded using the fact that δ0

is a Gaussian field (see Box 12.1); in fact we have already dropped terms that involve three
fields δ0 in Eqs. (12.41)–(12.42), since they vanish.

12.1 Gaussian random fields
In cosmology, we usually compress the information in fields such as the matter density field
into summary statistics, like the by-now familiar matter power spectrum. We have learned that
the linear matter density δ0 is a Gaussian random field, a property inherited from the quan-
tum fluctuations during inflation. Let us now define this more precisely. We begin in real space.
A general Gaussian random field δ0(x) with vanishing mean is completely specified by its two-
point correlation function,

〈δ0(x1)δ0(x2)〉 = ξ(x1 − x2), (12.43)

which could be isotropic, ξ(r) = ξ(|r|), but it does not have to be (while ξ(−r) = ξ(r) has to
hold by symmetry). The expectation value of three fields, and in fact any odd number of fields,
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vanishes:

〈δ0(x1)δ0(x2)δ0(x3)〉 = 0. (12.44)

The expectation value with four fields is nonzero, but completely determined by ξ(r):

〈δ0(x1)δ0(x2)δ0(x3)δ0(x4)〉 = ξ(x1 − x2)ξ(x4 − x3) + ξ(x1 − x3)ξ(x4 − x2)

+ ξ(x1 − x4)ξ(x3 − x2), (12.45)

where the three terms arise from the three distinct possibilities of combining the four fields
into two pairs, which each yield a correlation function via Eq. (12.43). This expansion by pairing
fields similarly works for any higher, even number of fields, and it is known as Wick’s theorem.
The Fourier-space counterparts to Eqs. (12.43)–(12.45) can be derived straightforwardly by tak-
ing the Fourier transform (we in fact highly recommend readers to go through these steps). We
obtain

〈
δ0(k)δ0(k′)

〉
= (2π)3δ

(3)
D (k + k′)P (k), (12.46)

where P(k) is the Fourier transform of ξ(r), and

〈δ0(k1)δ0(k2)δ0(k3)〉 = 0

〈δ0(k1)δ0(k2)δ0(k3)δ0(k4)〉 = (2π)6δ
(3)
D (k1 + k2)δ

(3)
D (k3 + k4)P (k1)P (k3)

+ (2π)6δ
(3)
D (k1 + k3)δ

(3)
D (k2 + k4)P (k1)P (k2)

+ (2π)6δ
(3)
D (k1 + k4)δ

(3)
D (k2 + k3)P (k1)P (k2). (12.47)

The NLO contributions can be evaluated directly by inserting the solution Eq. (12.40),
and using Wick’s theorem Eq. (12.47). Again, the diagrammatic representation illustrates
this formalism intuitively (Fig. 12.3): the power spectrum correlates two evolved density
fields. Our goal is to connect them using their relation to the linear density fields shown in
Fig. 12.2. So, we contract the instances of the linear density field in pairs, where each pair
results in a linear power spectrum PL. The simplest way to connect is to just directly pair
the final density fields. This is the leading, “tree-level” contribution, which is the linear
power spectrum PL(k). There are two ways to connect the evolved field using four linear
fields, yielding two linear power spectra, which are the two contributions making up the
next-to-leading order in Eq. (12.42). Analogous to the Feynman diagrams of field theory,
there are precise rules underlying the diagrams (deriving these rules is left as an exercise to
the field-theory-inclined reader), which offer an efficient shortcut to the underlying equa-
tions. Alternatively, one can go ahead and compute directly using Wick’s theorem, which
at this order is not much slower.

As you will derive in Exercise 12.5, the result is

P(k,η) = PL(k,η) + P NLO(k,η) + · · · , (12.48)

P NLO(k,η) = P (22)(k,η) + 2P (13)(k,η),
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FIGURE 12.2 Diagrammatic representation of the second-order density field δ(2) (left) and the nth order density field
(right). In each case, the final density field is connected to n initial density fields by the interaction kernel Fn (with
n = 2 in the case of δ(2)). Analogous diagrams describe the velocity divergence θ (n) in terms of kernels Gn. Here we
suppress the time arguments for clarity.

Now, this result is not very practical, since we have to sum over infinitely many terms. In
fact, perturbation theory makes sense only if we can truncate the sum after a finite number
of terms, and the discarded terms are smaller than the ones we include. So let us look at
the first three terms in the sum:

〈
δm(k,η)δm(k′,η)

〉
= D2

+(η)
〈
δ0(k)δ0(k

′)
〉

+
〈
δ(2)(k,η)δ(2)(k′,η)

〉
+ 2

〈
δ(1)(k,η)δ(3)(k′,η)

〉
+ · · · . (12.42)

The first line contains the linear power spectrum at time η. The terms in the second line
make up the leading nonlinear correction to the matter power spectrum, i.e. the next-to-
leading order (NLO) matter power spectrum. They can be expanded using the fact that δ0

is a Gaussian field (see Box 12.1); in fact we have already dropped terms that involve three
fields δ0 in Eqs. (12.41)–(12.42), since they vanish.

12.1 Gaussian random fields
In cosmology, we usually compress the information in fields such as the matter density field
into summary statistics, like the by-now familiar matter power spectrum. We have learned that
the linear matter density δ0 is a Gaussian random field, a property inherited from the quan-
tum fluctuations during inflation. Let us now define this more precisely. We begin in real space.
A general Gaussian random field δ0(x) with vanishing mean is completely specified by its two-
point correlation function,

〈δ0(x1)δ0(x2)〉 = ξ(x1 − x2), (12.43)

which could be isotropic, ξ(r) = ξ(|r|), but it does not have to be (while ξ(−r) = ξ(r) has to
hold by symmetry). The expectation value of three fields, and in fact any odd number of fields,

leads directly to

(this can be generalized to include small 
amount of primordial non-Gaussianity)
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FIGURE 12.2 Diagrammatic representation of the second-order density field δ(2) (left) and the nth order density field
(right). In each case, the final density field is connected to n initial density fields by the interaction kernel Fn (with
n = 2 in the case of δ(2)). Analogous diagrams describe the velocity divergence θ (n) in terms of kernels Gn. Here we
suppress the time arguments for clarity.

Now, this result is not very practical, since we have to sum over infinitely many terms. In
fact, perturbation theory makes sense only if we can truncate the sum after a finite number
of terms, and the discarded terms are smaller than the ones we include. So let us look at
the first three terms in the sum:

〈
δm(k,η)δm(k′,η)

〉
= D2

+(η)
〈
δ0(k)δ0(k

′)
〉

+
〈
δ(2)(k,η)δ(2)(k′,η)

〉
+ 2

〈
δ(1)(k,η)δ(3)(k′,η)

〉
+ · · · . (12.42)

The first line contains the linear power spectrum at time η. The terms in the second line
make up the leading nonlinear correction to the matter power spectrum, i.e. the next-to-
leading order (NLO) matter power spectrum. They can be expanded using the fact that δ0

is a Gaussian field (see Box 12.1); in fact we have already dropped terms that involve three
fields δ0 in Eqs. (12.41)–(12.42), since they vanish.

12.1 Gaussian random fields
In cosmology, we usually compress the information in fields such as the matter density field
into summary statistics, like the by-now familiar matter power spectrum. We have learned that
the linear matter density δ0 is a Gaussian random field, a property inherited from the quan-
tum fluctuations during inflation. Let us now define this more precisely. We begin in real space.
A general Gaussian random field δ0(x) with vanishing mean is completely specified by its two-
point correlation function,

〈δ0(x1)δ0(x2)〉 = ξ(x1 − x2), (12.43)

which could be isotropic, ξ(r) = ξ(|r|), but it does not have to be (while ξ(−r) = ξ(r) has to
hold by symmetry). The expectation value of three fields, and in fact any odd number of fields,
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FIGURE 12.3 Diagrammatic representation of the next-to-leading order contributions to the matter power spectrum:〈
δ(2)(k)δ(2)(k′)

〉
(left) and

〈
δ(1)(k)δ(3)(k′)

〉
(right); we again suppress the time arguments for clarity. The upper diagrams

show how these contributions can be calculated by connecting the linear density fields δ(1)(k1), · · · δ(1)(k4) appearing
in the expansion of each nonlinear density field via the dashed lines (the kernels are the same as in Fig. 12.2 and
are not labeled). By Wick’s theorem, each connection yields a linear matter power spectrum and a Dirac delta. The
lower diagrams introduce a more standard, and economical representation: now the connection of two linear fields
is represented with an open circle, with each circle corresponding to a linear power spectrum. This representation
makes it clear why these contributions are also called “1-loop” contributions. Each loop in a diagram corresponds to
one integral over wavenumber (in the lower diagrams, p denotes the loop wavenumber).

where

P (22)(k,η) = 2
∫

d3p

(2π)3

[
F2(p,k − p)

]2
PL(p,η)PL(|k − p|,η),

P (13)(k,η) = 3PL(k,η)

∫
d3p

(2π)3 F3(p,−p,k)PL(p,η). (12.49)

Here, we have relabeled the wavenumbers ki that are integrated over as p. Notice that we
have to go to third order to consistently derive the NLO correction to the matter power
spectrum. The result is shown in Fig. 12.4. We see that on large scales (small k), P NLO(k) is
much smaller than the linear power spectrum. That is, nonlinear evolution is only a small
correction to linear evolution. This is the regime where perturbation theory is useful, since
we expect that higher-order terms in the expansion Eq. (12.48) are even smaller.

In fact, we can make this argument more precise. Notice that, as depicted in the bottom
panel of Fig. 12.3, the NLO contributions in Eq. (12.49) both involve what in field theory
is called a loop, an integral over wavenumber (or “momentum”). Since the linear matter
power spectrum does not have a simple shape, this integral has to be performed numer-
ically. In order to identify the relevant parameter controlling the relative size of the NLO

Eq. (12.42)
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FIGURE 12.3 Diagrammatic representation of the next-to-leading order contributions to the matter power spectrum:〈
δ(2)(k)δ(2)(k′)

〉
(left) and

〈
δ(1)(k)δ(3)(k′)

〉
(right); we again suppress the time arguments for clarity. The upper diagrams

show how these contributions can be calculated by connecting the linear density fields δ(1)(k1), · · · δ(1)(k4) appearing
in the expansion of each nonlinear density field via the dashed lines (the kernels are the same as in Fig. 12.2 and
are not labeled). By Wick’s theorem, each connection yields a linear matter power spectrum and a Dirac delta. The
lower diagrams introduce a more standard, and economical representation: now the connection of two linear fields
is represented with an open circle, with each circle corresponding to a linear power spectrum. This representation
makes it clear why these contributions are also called “1-loop” contributions. Each loop in a diagram corresponds to
one integral over wavenumber (in the lower diagrams, p denotes the loop wavenumber).

where

P (22)(k,η) = 2
∫

d3p

(2π)3

[
F2(p,k − p)

]2
PL(p,η)PL(|k − p|,η),

P (13)(k,η) = 3PL(k,η)

∫
d3p

(2π)3 F3(p,−p,k)PL(p,η). (12.49)

Here, we have relabeled the wavenumbers ki that are integrated over as p. Notice that we
have to go to third order to consistently derive the NLO correction to the matter power
spectrum. The result is shown in Fig. 12.4. We see that on large scales (small k), P NLO(k) is
much smaller than the linear power spectrum. That is, nonlinear evolution is only a small
correction to linear evolution. This is the regime where perturbation theory is useful, since
we expect that higher-order terms in the expansion Eq. (12.48) are even smaller.

In fact, we can make this argument more precise. Notice that, as depicted in the bottom
panel of Fig. 12.3, the NLO contributions in Eq. (12.49) both involve what in field theory
is called a loop, an integral over wavenumber (or “momentum”). Since the linear matter
power spectrum does not have a simple shape, this integral has to be performed numer-
ically. In order to identify the relevant parameter controlling the relative size of the NLO
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δ(2)(k)δ(2)(k′)

〉
(left) and

〈
δ(1)(k)δ(3)(k′)

〉
(right); we again suppress the time arguments for clarity. The upper diagrams

show how these contributions can be calculated by connecting the linear density fields δ(1)(k1), · · · δ(1)(k4) appearing
in the expansion of each nonlinear density field via the dashed lines (the kernels are the same as in Fig. 12.2 and
are not labeled). By Wick’s theorem, each connection yields a linear matter power spectrum and a Dirac delta. The
lower diagrams introduce a more standard, and economical representation: now the connection of two linear fields
is represented with an open circle, with each circle corresponding to a linear power spectrum. This representation
makes it clear why these contributions are also called “1-loop” contributions. Each loop in a diagram corresponds to
one integral over wavenumber (in the lower diagrams, p denotes the loop wavenumber).

where

P (22)(k,η) = 2
∫

d3p

(2π)3

[
F2(p,k − p)

]2
PL(p,η)PL(|k − p|,η),

P (13)(k,η) = 3PL(k,η)

∫
d3p

(2π)3 F3(p,−p,k)PL(p,η). (12.49)

Here, we have relabeled the wavenumbers ki that are integrated over as p. Notice that we
have to go to third order to consistently derive the NLO correction to the matter power
spectrum. The result is shown in Fig. 12.4. We see that on large scales (small k), P NLO(k) is
much smaller than the linear power spectrum. That is, nonlinear evolution is only a small
correction to linear evolution. This is the regime where perturbation theory is useful, since
we expect that higher-order terms in the expansion Eq. (12.48) are even smaller.

In fact, we can make this argument more precise. Notice that, as depicted in the bottom
panel of Fig. 12.3, the NLO contributions in Eq. (12.49) both involve what in field theory
is called a loop, an integral over wavenumber (or “momentum”). Since the linear matter
power spectrum does not have a simple shape, this integral has to be performed numer-
ically. In order to identify the relevant parameter controlling the relative size of the NLO
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vanishes:

〈δ0(x1)δ0(x2)δ0(x3)〉 = 0. (12.44)

The expectation value with four fields is nonzero, but completely determined by ξ(r):

〈δ0(x1)δ0(x2)δ0(x3)δ0(x4)〉 = ξ(x1 − x2)ξ(x4 − x3) + ξ(x1 − x3)ξ(x4 − x2)

+ ξ(x1 − x4)ξ(x3 − x2), (12.45)

where the three terms arise from the three distinct possibilities of combining the four fields
into two pairs, which each yield a correlation function via Eq. (12.43). This expansion by pairing
fields similarly works for any higher, even number of fields, and it is known as Wick’s theorem.
The Fourier-space counterparts to Eqs. (12.43)–(12.45) can be derived straightforwardly by tak-
ing the Fourier transform (we in fact highly recommend readers to go through these steps). We
obtain

〈
δ0(k)δ0(k′)

〉
= (2π)3δ

(3)
D (k + k′)P (k), (12.46)

where P(k) is the Fourier transform of ξ(r), and

〈δ0(k1)δ0(k2)δ0(k3)〉 = 0

〈δ0(k1)δ0(k2)δ0(k3)δ0(k4)〉 = (2π)6δ
(3)
D (k1 + k2)δ

(3)
D (k3 + k4)P (k1)P (k3)

+ (2π)6δ
(3)
D (k1 + k3)δ

(3)
D (k2 + k4)P (k1)P (k2)

+ (2π)6δ
(3)
D (k1 + k4)δ

(3)
D (k2 + k3)P (k1)P (k2). (12.47)

The NLO contributions can be evaluated directly by inserting the solution Eq. (12.40),
and using Wick’s theorem Eq. (12.47). Again, the diagrammatic representation illustrates
this formalism intuitively (Fig. 12.3): the power spectrum correlates two evolved density
fields. Our goal is to connect them using their relation to the linear density fields shown in
Fig. 12.2. So, we contract the instances of the linear density field in pairs, where each pair
results in a linear power spectrum PL. The simplest way to connect is to just directly pair
the final density fields. This is the leading, “tree-level” contribution, which is the linear
power spectrum PL(k). There are two ways to connect the evolved field using four linear
fields, yielding two linear power spectra, which are the two contributions making up the
next-to-leading order in Eq. (12.42). Analogous to the Feynman diagrams of field theory,
there are precise rules underlying the diagrams (deriving these rules is left as an exercise to
the field-theory-inclined reader), which offer an efficient shortcut to the underlying equa-
tions. Alternatively, one can go ahead and compute directly using Wick’s theorem, which
at this order is not much slower.

As you will derive in Exercise 12.5, the result is

P(k,η) = PL(k,η) + P NLO(k,η) + · · · , (12.48)

P NLO(k,η) = P (22)(k,η) + 2P (13)(k,η),
Eq. (12.48)
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vanishes:

〈δ0(x1)δ0(x2)δ0(x3)〉 = 0. (12.44)

The expectation value with four fields is nonzero, but completely determined by ξ(r):

〈δ0(x1)δ0(x2)δ0(x3)δ0(x4)〉 = ξ(x1 − x2)ξ(x4 − x3) + ξ(x1 − x3)ξ(x4 − x2)

+ ξ(x1 − x4)ξ(x3 − x2), (12.45)

where the three terms arise from the three distinct possibilities of combining the four fields
into two pairs, which each yield a correlation function via Eq. (12.43). This expansion by pairing
fields similarly works for any higher, even number of fields, and it is known as Wick’s theorem.
The Fourier-space counterparts to Eqs. (12.43)–(12.45) can be derived straightforwardly by tak-
ing the Fourier transform (we in fact highly recommend readers to go through these steps). We
obtain

〈
δ0(k)δ0(k′)

〉
= (2π)3δ

(3)
D (k + k′)P (k), (12.46)

where P(k) is the Fourier transform of ξ(r), and

〈δ0(k1)δ0(k2)δ0(k3)〉 = 0

〈δ0(k1)δ0(k2)δ0(k3)δ0(k4)〉 = (2π)6δ
(3)
D (k1 + k2)δ

(3)
D (k3 + k4)P (k1)P (k3)

+ (2π)6δ
(3)
D (k1 + k3)δ

(3)
D (k2 + k4)P (k1)P (k2)

+ (2π)6δ
(3)
D (k1 + k4)δ

(3)
D (k2 + k3)P (k1)P (k2). (12.47)

The NLO contributions can be evaluated directly by inserting the solution Eq. (12.40),
and using Wick’s theorem Eq. (12.47). Again, the diagrammatic representation illustrates
this formalism intuitively (Fig. 12.3): the power spectrum correlates two evolved density
fields. Our goal is to connect them using their relation to the linear density fields shown in
Fig. 12.2. So, we contract the instances of the linear density field in pairs, where each pair
results in a linear power spectrum PL. The simplest way to connect is to just directly pair
the final density fields. This is the leading, “tree-level” contribution, which is the linear
power spectrum PL(k). There are two ways to connect the evolved field using four linear
fields, yielding two linear power spectra, which are the two contributions making up the
next-to-leading order in Eq. (12.42). Analogous to the Feynman diagrams of field theory,
there are precise rules underlying the diagrams (deriving these rules is left as an exercise to
the field-theory-inclined reader), which offer an efficient shortcut to the underlying equa-
tions. Alternatively, one can go ahead and compute directly using Wick’s theorem, which
at this order is not much slower.

As you will derive in Exercise 12.5, the result is

P(k,η) = PL(k,η) + P NLO(k,η) + · · · , (12.48)

P NLO(k,η) = P (22)(k,η) + 2P (13)(k,η),
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FIGURE 12.4 Linear and next-to-leading order matter power spectrum [Eq. (12.48)] (top panel), at z = 0 (thick lines)
and z = 1 (thin lines). The bottom panel shows the ratio of the NLO to linear power spectra. Perturbation theory is
expected to break down when the NLO correction becomes of similar magnitude to the linear power spectrum itself,
which in the fiducial cosmology happens for k ≈ 0.3hMpc−1 (z = 0) and k ≈ 0.6hMpc−1 (z = 1), respectively, close to
kNL in each case.

contribution compared to the linear matter power spectrum, we can use the fact that the
perturbation-theory kernels are typically of order one. Then we can guess that this param-
eter is

∼
∫ k d3p

(2π)3 PL(p) = 1
2π2

∫ k

0
p2dpPL(p), (12.50)

which corresponds to the variance of the linear density field filtered on a spatial scale
R ∼ 1/k [cf. Eq. (12.4)]. Perhaps you ask why we cut off the integral over p at the scale k. The
mathematical reason is that the perturbation-theory kernels in Eq. (12.48) are suppressed
when p $ k. The physical reason is that very small-scale perturbations to the matter den-
sity field do not influence the large-scale perturbations: the gravitational effect of a clump
of matter, far away from the clump, only depends on its total mass, and is independent of
how the mass is distributed within it. So, very roughly the fractional next-to-leading-order
correction to the linear power spectrum is given by σ 2

R=k−1 . This becomes of order unity
when k % kNL, where recall we have defined the nonlinear wavenumber kNL as the scale
where the dimensionless linear matter power spectrum is equal to 1 (Sect. 8.1.1). Fig. 12.4
confirms this estimate. Notice that the regime where perturbation theory is valid extends
to significantly smaller scales at redshift z = 1 compared to z = 0.

Another important effect of nonlinear evolution is that statistics involving an odd num-
ber of matter density fields no longer vanish. The leading example is the Fourier-space
three-point correlation function, or bispectrum, which is given by

〈δm(k1,η)δm(k2,η)δm(k3,η)〉 = (2π)3δ
(3)
D (k1 + k2 + k3)

×
[
2F2(k1,k2)PL(k1,η)PL(k2,η) + 2 perm.

]
. (12.51)



Bispectrum

• The bispectrum, or three-point function of 
δ0 vanishes, but not that of the evolved 
field δm, thanks to nonlinear evolution: 
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FIGURE 12.4 Linear and next-to-leading order matter power spectrum [Eq. (12.48)] (top panel), at z = 0 (thick lines)
and z = 1 (thin lines). The bottom panel shows the ratio of the NLO to linear power spectra. Perturbation theory is
expected to break down when the NLO correction becomes of similar magnitude to the linear power spectrum itself,
which in the fiducial cosmology happens for k ≈ 0.3hMpc−1 (z = 0) and k ≈ 0.6hMpc−1 (z = 1), respectively, close to
kNL in each case.

contribution compared to the linear matter power spectrum, we can use the fact that the
perturbation-theory kernels are typically of order one. Then we can guess that this param-
eter is

∼
∫ k d3p

(2π)3 PL(p) = 1
2π2

∫ k

0
p2dpPL(p), (12.50)

which corresponds to the variance of the linear density field filtered on a spatial scale
R ∼ 1/k [cf. Eq. (12.4)]. Perhaps you ask why we cut off the integral over p at the scale k. The
mathematical reason is that the perturbation-theory kernels in Eq. (12.48) are suppressed
when p $ k. The physical reason is that very small-scale perturbations to the matter den-
sity field do not influence the large-scale perturbations: the gravitational effect of a clump
of matter, far away from the clump, only depends on its total mass, and is independent of
how the mass is distributed within it. So, very roughly the fractional next-to-leading-order
correction to the linear power spectrum is given by σ 2

R=k−1 . This becomes of order unity
when k % kNL, where recall we have defined the nonlinear wavenumber kNL as the scale
where the dimensionless linear matter power spectrum is equal to 1 (Sect. 8.1.1). Fig. 12.4
confirms this estimate. Notice that the regime where perturbation theory is valid extends
to significantly smaller scales at redshift z = 1 compared to z = 0.

Another important effect of nonlinear evolution is that statistics involving an odd num-
ber of matter density fields no longer vanish. The leading example is the Fourier-space
three-point correlation function, or bispectrum, which is given by

〈δm(k1,η)δm(k2,η)δm(k3,η)〉 = (2π)3δ
(3)
D (k1 + k2 + k3)

×
[
2F2(k1,k2)PL(k1,η)PL(k2,η) + 2 perm.

]
. (12.51)
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At leading order; there are also “next-to-leading” (NLO) contributions - try

writing down the diagram for the leading three-point function as well as the NLO one!

Eq. (12.51)
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• So far, did well-defined perturbation theory, but of the wrong 
equation: collisionless matter is not a fluid


• Rather, the correct equation is the collisionless Boltzmann 
equation


• What is the error we are making?


• Recall that we neglected the velocity dispersion, or stress 
tensor σm, which adds force term to the Euler equation,


• What is the effect of the stress tensor? Can we incorporate it?
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derivatives with respect to t and x outside the momentum integral, to obtain

∂

∂t
ρm(x, t) + 1

a

∂

∂xj

[
ρm(x, t)u

j
m(x, t)

]
−

∫
d3p

(2π)3 m

[
Hpj + m

a

∂$

∂xj

]
∂

∂pj
fm(x,p, t) = 0,

(12.13)

where we have used that
〈
pj

〉
fm

= ρmu
j
m. The last term can be integrated by parts to move

the derivative with respect to pj from fm to the term in square brackets (the boundary
term vanishes, since any well-behaved distribution function does not have particles at in-
finite momentum). Evaluating this derivative, we obtain, first, −∂/∂pj (Hpj ) = −3H , while
∂/∂pj (∂$/∂xj ) = 0, since the potential $ is only a function of t and x. Thus, Eq. (12.13)
becomes

∂

∂t
ρm(x, t) + 1

a

∂

∂xj

[
ρm(x, t)u

j
m(x, t)

]
+ 3Hρm(x, t) = 0. (12.14)

Modulo an overall factor m, this is the continuity equation whose linear version is
Eq. (5.41), but now valid at fully nonlinear order (and on sub-horizon scales).

As in the linear case, Eq. (12.14) is not sufficient, since we need an equation for the
velocity ui

m as well. Let us thus take the first moment of the Vlasov equation (12.8), by
multiplying with pi and integrating over p:

∂

∂t

[
ρmui

m(x, t)
]
+ 1

ma

∂

∂xj

〈
pipj

〉

fm
−

∫
d3p

(2π)3 pi

[
Hpj + m

a

∂$

∂xj

]
∂

∂pj
fm(x,p, t) = 0.

(12.15)

The last term can again be dealt with by integration by parts, and we obtain

∂

∂t

[
ρmui

m(x, t)
]
+ 1

ma

∂

∂xj

〈
pipj

〉

fm
+ 4Hρmui

m(x, t) + 1
a
ρm(x, t)

∂$(x, t)

∂xi
= 0. (12.16)

This is our desired equation for ui
m, but we now encounter another quantity, the second

moment of the distribution
〈
pipj

〉
fm

. Let us write this as follows, introducing the stress ten-

sor σ
ij
m(x, t):

1
m

〈
pipj

〉

fm
= ρmui

mu
j
m + σ

ij
m . (12.17)

As with ui
m and pi , we do not need to distinguish between upper and lower latin indices on

σ
ij
m. At this point, this is nothing but a definition for σ

ij
m, but we will learn the significance

of this decomposition in a moment. Inserting this into Eq. (12.16), we obtain

∂

∂t

[
ρmui

m(x, t)
]
+ 1

a

∂

∂xj

[
ρmui

mu
j
m + σ

ij
m

]
+ 4Hρmui

m(x, t) + 1
a
ρm(x, t)

∂$(x, t)

∂xi
= 0.

(12.18)

<latexit sha1_base64="MSe/+2Mm+J7CrCapo5cfcaJ1WQk=">AAAJAnichZVNb9s2GMfVdlu97C3tjrsICwLs4Bpy5qw5DEPRBUsO9uIMcVMgcg1KomzVFKlQlGOD0G2fYR9it2G3odftO+zb7KFebIbcMAG26ef350Pq4Z9kkJEkF57394OHj957/4PHnQ/3Pvr4k08/23/y9FXOCh7iScgI468DlGOSUDwRiSD4dcYxSgOCr4Pl94pfrzDPE0avxCbD0xTNaRInIRIQmu17Pl+wmfR56qblG/msX7p+hrhIEJm9df08madoh5O35Wz/wOt51ePajX7TOHCaZzx78vgPP2JhkWIqQoLy/KbvZWIq1SAhweWeX+Q4Q+ESzfENNClKcT6V1auV7iFEIjdmHD5UuFVU7yFRmuebNABlisQiN5kKdoP03/BNIeKTqUxoVghMw3qsuCCuYK4qlRslHIeCbKCBQp7AdN1wgTgKBRR079AtaCIgY4Rjf5FmofS7i6qCfrcq2CgLy7LFeUE1PoKSsoiJHW/6a10rKXCK70KWpohG0of4ovyPcXRdshX+X0KY172M+sx04bcgIojOqwXjWEffAeIt0gE4KwDGwH/KnlWgnKWG6iIt1ReeIxsFWxSYaLhF/hDsHiErLd0qZOqZ73MRaDiw8VDDzQBKdOgOUUZQiF2WYY6EMqNaQAJR6VMUEPTmqNzF8ts2OmiiiS6Vz45K8J2bULVHcZt8r5aOQDia+QKvhRyT1ivrGLqv1k08VnFzRS5g7sruISLywny1iQYnJjzFRMOnJr7S4JUJLzV4aRlNgyMThucaPTfpmQbPSst+Yw2PbTzU8FDV6tBdwa5msIMN5aq86U+lH6TywNonK1xWBFtgWYOlBbIaZBa4rcGtBXgNuAWKGhQWuKvBnQXWNVhbYFODTeumFV0gIf3qayVpuYuDjpFIna2s9WsLY0pk3Bjwx6aoc47x0jBTWRlKmFszh3h1sViLFQGJmh73CQKCSLawCVNHjNqoxig4U+OsEIdGQhitZlndH/WZDSdS9U/+hKNr+FNKPofzxut90/W6Xmlo2AaRl6TYqY6Ou71Bv9s7OTGkPzCOc3EG5aCNuNf/uts7HnTh19CeYpyNC56RNm9vAGkh6/NjQzlM5gvBcbQd/6SZpf7KgZpgZWK1NNbMbVurhKa+rUalhtu+b97tduPVUa9/3PMuBwcvXjb3fsf5wvnS+crpO8+dF865M3YmTuj84rxz/nT+6vzc+bXzW+f3WvrwQdPnc+fe03n3D6LwTwk=</latexit>

⇢�1
m @j�

ij
m



Beyond the fluid 
approximation

• Idea: treat stress tensor as effective 
quantity, and parametrize it, at the 
background and perturbation level:


• We can’t predict the coefficients             
from within the fluid picture - leave them 
free for now
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<latexit sha1_base64="gKjxqJ5T4Rg0BzKg5zW8kV9vG7Q=">AAAI/XichZXdbts2FMfV7qNu9tF0u9yNsCBAh6mGnDlrLoahaIMlF/biDHFTIHINiqJtwRSpUJRjgxD6DH2I3Q27LbCr7TH2Njv6chhywwRYps7vz8PDw0MyTGmcSd//+979Dz786OMHnYc7n3z62eePdh9/8SrjucBkjDnl4nWIMkJjRsYylpS8TgVBSUjJZbh8WfLLFRFZzNmF3KRkkqA5i2cxRhJM091vgxCJIIvnCZqqQCRuUjwJiETfeG7gunhao9o03d3zu371uHaj1zT2nOYZTR8/+COIOM4TwiSmKMuuen4qJwoJGWNKip0gz0iK8BLNyRU0GUpINlHVrAp3HyyRO+MCfky6lVXvoVCSZZskBGWC5CIzWWn0wuTf8FUuZ0cTFbM0l4TheqxZTl3J3TJLbhQLgiXdQANhEUO4Ll4ggbCEXO7suzmLJXiMyCxYJClWgbd4o572isCrkjhMcVG0OMuZxoeQZh5xecub/lrXSgqckRvMkwSxSAVgXxT/MY6ui7fC/3MIcd3xqEemC38AEUVsXi2YIDr6EZBokQ7EgofAOJReWZmVoZgmhuosKcoXmSMbhVsUmmiwRcEAKj1Cllu2VajEN+dzFmo4tPFAw80ApWjfHaCUIkxcnhKBZFmM5QJSsKqAoZCiNwfFrS27bq39xhrrUvX0oIC6c2NWbk/SOt+ppUMQDqeBJGupRrStlfUMuq/WjX1W2s0VOYPYy3LHiKozc2pjDY5NeEyoho9NfKHBCxOea/DcKjQNDk2ITzV6atITDZ4UVvmNNDyy8UDDgzJX++4KdjWHHWwoV8VVb6KCMFF71j5ZkaIixALLGiwtkNYgtcB1Da4tIGogLJDXILfATQ1uLLCuwdoCmxps2mpasQWSKqheK8WKWzvoOI3Ks5W39drCGaNq1hTgz01S54KQpVFMRVVQ0tyaGdirG8VarAhI1PS4SxAQRNOFTXh5xJQb1RiFpOU4KySgEVPOqiir+6M+s+FEqr7ULyS6hI9CiTmcN373e8/3/MLQ8A2iL2h+qzo49Lr9ntc9OjKkP3FBMnkC6WCNuNv7zuse9j34N7THhKSjXKS09dvtg1vw+uzQUA7i+UIKEm3HP2qi1KcclgFWRVwujRW5XdalQ1PfZqNSw23fM+92u/HqoNs77Prn/b3nL5p7v+N85XztPHF6zjPnuXPqjJyxg513znvnT+evztvOr53fOr/X0vv3mj5fOneezvt/APutS1o=</latexit>

�̄m(⌘), c�(⌘)

<latexit sha1_base64="QclEBpnisunKSf1YtG3k842NQrU=">AAAJWHichZXbbuM2EIbl7SFxesqml9sLokGAFKs1pNTp5qItFtugyYXdOEWyWcByDIqibNUUpVCUY4PQbR+qb9I+Qx+i1MlmyBYVYJue75/haDgk/ZREGXecPzvPPvjwo493drt7n3z62edf7D8/eJclOUP4FiUkYe99mGESUXzLI07w+5RhGPsE3/mLn0p+t8QsixJ6w9cpnsRwRqMwQpBL03T/dy+LZjGcCo/FIC7uRfRbcewtV7aHOfwG/AA8H7KnmuMKeQEmHFZ64BEc8rELXgI0rbW1BtSireMm7kvpEyQ8Ax6LZnM+me4fOj2neoA5cJvBodU8o+nznT+8IEF5jClHBGbZ2HVSPhGQ8QgRXOx5eYZTiBZwhsdySGGMs4moClaAI2kJQJgw+aEcVFbVQ8A4y9axL5Ux5PNMZ6XR9uN/w+Och2cTEdE055iieq4wJ4AnoFwAEEQMI07WcgARi2S6AM0hg4jLZdo7AjmNuIwY4NCbxykSnj2/F6/cwrOrMg5TVBQtznKq8KEsdCKruuWNv+JaSSWn+BElcQxpIDxpnxf/MY+qizbC/wso83oSUc1MFX4vRQTSWbVgDKvoR4lYi1TA5okvWSK7umz6ylBMY011FRflF55BE/kb5OtosEHeQG6iABph6UYhYkd/nytfwb6JBwpuJihFR2AAUwIRBkmKGeRlM5YLSKRVeBT6BN6fFFtb9tBa+401UqXi1Ukh+w5EtNz5uA2+V0uHUjicehyvuBiRtldWoXRfrhp7WNr1FbmSuZftjiARV/qr3SrwVofnmCj4XMc3CrzR4bUCr41GU+BQh+hSoZc6vVDgRWG030jBIxMPFDwoa3UElnJXJ3IHa8plMXYnwvNjcWjskyUuKoINsKjBwgBpDVIDPNTgwQCsBswAeQ1yAzzW4NEAqxqsDLCuwbrtpiWdQy686mspaLG1S11CgvJsTdp+bWFIiQibBvylKeqMYbzQmqmoGorrWzOT9uruMRYrkCRoPJ4SKAkk6dwkSXnElBtVmwWn5TxLyOQgIgmtsqzuj/rMlidS9U/8ioM7+acQbCbPG6f3ne3YTqFpkjUkb0m+VZ2c2r2+a/fOzjTpzwnDGb+Q5aCNuOd+a/dO+7b81bTnGKejnKWkjdvry7Ay6utTTTkoL1+Gg838Z02W6iv7ZYJVE5dLY2RutnUZUNe31ajU8rZ39bvdHLw76bmnPee6f/jmbXPv71ovrK+tY8u1XltvrEtrZN1ayPq7c9B50flq96+u1d3pdmvps07j86X15Oke/ANj9Wkp</latexit>

�ij
m(x, ⌘) = �̄m(⌘)�

ij [1 + c�(⌘)�m(x, ⌘) + . . .]



Beyond the fluid 
approximation

• Insert into Euler equation:


• Additional contribution is suppressed on large scales: 
two additional derivatives, ~k2 in Fourier space


• Hence, can take into account stress tensor at leading 
order by adding one term to equations, at the price of 
an unknown, free coefficient
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<latexit sha1_base64="QclEBpnisunKSf1YtG3k842NQrU=">AAAJWHichZXbbuM2EIbl7SFxesqml9sLokGAFKs1pNTp5qItFtugyYXdOEWyWcByDIqibNUUpVCUY4PQbR+qb9I+Qx+i1MlmyBYVYJue75/haDgk/ZREGXecPzvPPvjwo493drt7n3z62edf7D8/eJclOUP4FiUkYe99mGESUXzLI07w+5RhGPsE3/mLn0p+t8QsixJ6w9cpnsRwRqMwQpBL03T/dy+LZjGcCo/FIC7uRfRbcewtV7aHOfwG/AA8H7KnmuMKeQEmHFZ64BEc8rELXgI0rbW1BtSireMm7kvpEyQ8Ax6LZnM+me4fOj2neoA5cJvBodU8o+nznT+8IEF5jClHBGbZ2HVSPhGQ8QgRXOx5eYZTiBZwhsdySGGMs4moClaAI2kJQJgw+aEcVFbVQ8A4y9axL5Ux5PNMZ6XR9uN/w+Och2cTEdE055iieq4wJ4AnoFwAEEQMI07WcgARi2S6AM0hg4jLZdo7AjmNuIwY4NCbxykSnj2/F6/cwrOrMg5TVBQtznKq8KEsdCKruuWNv+JaSSWn+BElcQxpIDxpnxf/MY+qizbC/wso83oSUc1MFX4vRQTSWbVgDKvoR4lYi1TA5okvWSK7umz6ylBMY011FRflF55BE/kb5OtosEHeQG6iABph6UYhYkd/nytfwb6JBwpuJihFR2AAUwIRBkmKGeRlM5YLSKRVeBT6BN6fFFtb9tBa+401UqXi1Ukh+w5EtNz5uA2+V0uHUjicehyvuBiRtldWoXRfrhp7WNr1FbmSuZftjiARV/qr3SrwVofnmCj4XMc3CrzR4bUCr41GU+BQh+hSoZc6vVDgRWG030jBIxMPFDwoa3UElnJXJ3IHa8plMXYnwvNjcWjskyUuKoINsKjBwgBpDVIDPNTgwQCsBswAeQ1yAzzW4NEAqxqsDLCuwbrtpiWdQy686mspaLG1S11CgvJsTdp+bWFIiQibBvylKeqMYbzQmqmoGorrWzOT9uruMRYrkCRoPJ4SKAkk6dwkSXnElBtVmwWn5TxLyOQgIgmtsqzuj/rMlidS9U/8ioM7+acQbCbPG6f3ne3YTqFpkjUkb0m+VZ2c2r2+a/fOzjTpzwnDGb+Q5aCNuOd+a/dO+7b81bTnGKejnKWkjdvry7Ay6utTTTkoL1+Gg838Z02W6iv7ZYJVE5dLY2RutnUZUNe31ajU8rZ39bvdHLw76bmnPee6f/jmbXPv71ovrK+tY8u1XltvrEtrZN1ayPq7c9B50flq96+u1d3pdmvps07j86X15Oke/ANj9Wkp</latexit>

�ij
m(x, ⌘) = �̄m(⌘)�

ij [1 + c�(⌘)�m(x, ⌘) + . . .]

<latexit sha1_base64="fSPIpkd+3YcBr6IzNVeLCVag0QM=">AAAI7XichZVLb+M2EMe128e66SvbHvciNAjQg9eQU6ebQ1EstkGTg904RbxZIPIaFEXbgilSoSjHBqFDP0RvRa97ba/9Jv02HerhMGSLCrBMze/P4XA4JKOMJrkMgr8fPX7v/Q8+fNL5aO/jTz797PP9p1+8znkhMJlgTrl4E6Gc0ISRiUwkJW8yQVAaUXIdrX7Q/HpNRJ5wdiW3GZmmaMGSeYKRBNNs/1kYIRHmySJFMxWK1E9LH88aw/5B0Auqx3cb/aZx4DXPePb0yV9hzHGREiYxRXl+0w8yOVVIyARTUu6FRU4yhFdoQW6gyVBK8qmqZlH6h2CJ/TkX8GPSr6xmD4XSPN+mEShTJJe5zbSxG6X/hm8KOT+ZqoRlhSQM12PNC+pL7uus+HEiCJZ0Cw2ERQLh+niJBMIScrd36BcskeAxJvNwmWZYhd3lW/W8X4bdKmmjDJdli/OCGXwEaeUxl/e86W90raTAGbnDPE0Ri1UI9mX5H+OYumQn/D+HENcDj2ZkpvA7EFHEFtWCCWKi7wGJFplALHkEjEOp6UqsDOUstVQXaalfZIFcFO1QZKPhDoVDqOwYOW7ZTqHSwJ7PRWTgyMVDAzcDaNGhP0QZRZj4PCMCSV2MegEpWFXIUETR26Py3pbfttZBY01MqXp+VELd+QnT25G0zvdq6QiEo1koyUaqMW1rZTOH7utNY59ru70iFxC7LneMqLqwpzYx4MSGp4Qa+NTGVwa8suGlAS+dQjPgyIb43KDnNj0z4FnplN/YwGMXDw081Lk69NewqznsYEu5Lm/6UxVGqTpw9smalBUhDljVYOWArAaZA25rcOsAUQPhgKIGhQPuanDngE0NNg7Y1mDbVtOaLZFUYfVaK1be20HHaazPVt7WawvnjKp5U4A/NUldCEJWVjGVVUFJe2vmYK/uEmexYiBx0+MhQUAQzZYu4fqI0RvVGoVkepw1EtBIKGdVlNX9UZ/ZcCJVX+pnEl/DR6nEAs6boPdtN+gGpaXhW0Rf0eJedXTc7Q363d7JiSX9kQuSyzNIB2vEvf433d7xoAv/lvaUkGxciIy2fnsDcAteXxxbymGyWEpB4t34J02U5pQjHWBVxHppnMjdstYObX2bjUoNt33fvtvdxuujXv+4F1wODl6+au79jvfM+8r72ut7L7yX3rk39iYe9n7x3nl/eH92eOfXzm+d32vp40dNny+9B0/n3T/SYkYk</latexit>

�̄mc�

Notice that constant, background stress has no dynamical effect.

<latexit sha1_base64="TWz1QymVw86rGLWe2EXk4NL/N5A=">AAAJe3ichZXdbiM1FMcny8e25WO7cMmNRVWxQBol3YTtBSyrpaK9SGmK2u1KnTTyzDiJFY899XjSRNY8EK/Am/AwSJz5Sl0bxEhJnP/v72PP8bEdJIymqtv9q/Xkgw8/+vjp1vbOJ59+9vmz3edfvEtFJkNyFQom5PsAp4RRTq4UVYy8TyTBccDIdbD4peDXSyJTKvilWidkHOMZp1MaYgXSZPePbKJ9GaM4v6U6/wZ9jzA6RdktbWRQ/ARLRTG7pf4opTu+JJEGdSpxqMOJn9JZjJEfYFk1m565LjU5FxvFCIX86EH+CflxIFb6RcbDOeYzEqFDHh0IGRGJFJFx+m0+2d3rdrrlg9xGr27sefUzmjx/+qcfiTCLCVchw2l60+smaqyLGYSM5Dt+lpIEhws8IzfQ5Dgm6ViXOc3RPigRmgoJH65QqZo9NI7TdB0H4Iyxmqc2K8R2EP8bvsnU9GisKU8yRXhYjTXNGFICFWuEIipJqNgaGjiUFKaLIC2QbkhFurOPMk4VRIzI1J/HSaj99vxWH/Ryv11m9CwJ87zBacYNfgY5F5FQD7zub3QtrcA5uQ9FHGMeaR/0ef4f45g+ujH+X0CY16OI5sxM449gYlAS5YJJYqLXgGSDTAAlFwATUPjFviiFfBJbrvM4L77IDLso2KDARsMN8oewzyLshOUbh4679vucBwYOXDw0cD1AYdpHQ5wwHBIkEiKxKoqxWEAGqvY5Dhi+PcwftPSuUfu1Sk2rPjiEbbePKC8OB9IE36msZ2A8m/iKrJQesaZWVlPovlzV+rTQ7RU5h7kX5R5ips/tV7sy4JUNjwkz8LGNLw14acMLA144hWbAMxuGpwY9temJAU9yp/xGBh65eGjgYZGrfbSEXS1gB1vOZX7TG8NhGes9Z58sSV4S4oBFBRYOSCqQOOCuAncOkBWQDsgqkDngvgL3DlhVYOWAdQXWTTUt+Rwr7ZdfS83zBx18gkXF2Sqaem3glDM9rQvwtzqpM0nIwiqmvCwoZW/NFPTyinIWKwIS1T0eEwwEs2TuElEcMcVGtUYhSTHOEktoUCZ4Ocvy/qjObDiRyn/6dxJdw59cyxmcN93OD+1uu5tbHrHG7C3LHlyHg3an32t3jo4s669CklSdQDp4be70XrY7g34bfi3vMSHJKJMJa+J2+hAWor4aWM4hnc0V3Pib8Y/qWZqvHBQTLIu4WBpn5m5ZFwFtf5ON0g23fc++293Gu8NOb9DpXvT33ryt7/0t7yvva++F1/NeeW+8U2/kXXlh61lr0Hrd+nnr7+297e+225X1Savu86X36Nke/AMCS3dx</latexit>
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⇢̄m
@
i
�m = (unchanged 2nd-order terms)



Beyond the fluid 
approximation

• Insert into Euler equation, take divergence again:


• Additional contribution is suppressed on large scales: 
two additional derivatives, ~k2 in Fourier space


• Hence, can take into account stress tensor at leading 
order by adding one term to equations, at the price of 
an unknown, free coefficient
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<latexit sha1_base64="QclEBpnisunKSf1YtG3k842NQrU=">AAAJWHichZXbbuM2EIbl7SFxesqml9sLokGAFKs1pNTp5qItFtugyYXdOEWyWcByDIqibNUUpVCUY4PQbR+qb9I+Qx+i1MlmyBYVYJue75/haDgk/ZREGXecPzvPPvjwo493drt7n3z62edf7D8/eJclOUP4FiUkYe99mGESUXzLI07w+5RhGPsE3/mLn0p+t8QsixJ6w9cpnsRwRqMwQpBL03T/dy+LZjGcCo/FIC7uRfRbcewtV7aHOfwG/AA8H7KnmuMKeQEmHFZ64BEc8rELXgI0rbW1BtSireMm7kvpEyQ8Ax6LZnM+me4fOj2neoA5cJvBodU8o+nznT+8IEF5jClHBGbZ2HVSPhGQ8QgRXOx5eYZTiBZwhsdySGGMs4moClaAI2kJQJgw+aEcVFbVQ8A4y9axL5Ux5PNMZ6XR9uN/w+Och2cTEdE055iieq4wJ4AnoFwAEEQMI07WcgARi2S6AM0hg4jLZdo7AjmNuIwY4NCbxykSnj2/F6/cwrOrMg5TVBQtznKq8KEsdCKruuWNv+JaSSWn+BElcQxpIDxpnxf/MY+qizbC/wso83oSUc1MFX4vRQTSWbVgDKvoR4lYi1TA5okvWSK7umz6ylBMY011FRflF55BE/kb5OtosEHeQG6iABph6UYhYkd/nytfwb6JBwpuJihFR2AAUwIRBkmKGeRlM5YLSKRVeBT6BN6fFFtb9tBa+401UqXi1Ukh+w5EtNz5uA2+V0uHUjicehyvuBiRtldWoXRfrhp7WNr1FbmSuZftjiARV/qr3SrwVofnmCj4XMc3CrzR4bUCr41GU+BQh+hSoZc6vVDgRWG030jBIxMPFDwoa3UElnJXJ3IHa8plMXYnwvNjcWjskyUuKoINsKjBwgBpDVIDPNTgwQCsBswAeQ1yAzzW4NEAqxqsDLCuwbrtpiWdQy686mspaLG1S11CgvJsTdp+bWFIiQibBvylKeqMYbzQmqmoGorrWzOT9uruMRYrkCRoPJ4SKAkk6dwkSXnElBtVmwWn5TxLyOQgIgmtsqzuj/rMlidS9U/8ioM7+acQbCbPG6f3ne3YTqFpkjUkb0m+VZ2c2r2+a/fOzjTpzwnDGb+Q5aCNuOd+a/dO+7b81bTnGKejnKWkjdvry7Ay6utTTTkoL1+Gg838Z02W6iv7ZYJVE5dLY2RutnUZUNe31ajU8rZ39bvdHLw76bmnPee6f/jmbXPv71ovrK+tY8u1XltvrEtrZN1ayPq7c9B50flq96+u1d3pdmvps07j86X15Oke/ANj9Wkp</latexit>

�ij
m(x, ⌘) = �̄m(⌘)�

ij [1 + c�(⌘)�m(x, ⌘) + . . .]
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�̄mc�

Notice that constant, background stress has no dynamical effect.



Beyond the fluid 
approximation

• Insert into Euler equation, take divergence again:


• Additional contribution is suppressed on large scales: 
two additional derivatives, ~k2 in Fourier space


• Hence, can take into account stress tensor at leading 
order by adding one term to equations, at the price of 
an unknown, free coefficient
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�̄mc�

Notice that constant, background stress has no dynamical effect.



• At leading order, this is just another linear term in 
the equations (but with more derivatives)


• By redefining coefficient, correction to final density 
field can be written as (with free coefficient Cs2)


• In fact, theoretical consistency forces us to 
introduce Cs2 as counterterm:

Cold collisionless matter 
= effective fluid
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This again follows from inserting Eq. (12.40), and using Wick’s theorem Eq. (12.47) (Exer-
cise 12.6). Note that the bispectrum is a function of three wavenumbers, and is nonzero
only if these vectorially add up to zero, i.e. they form a closed triangle in Fourier space. The
amplitude of the bispectrum in Eq. (12.51) displays a specific dependence on the shape of
the triangle, which is characteristic of nonlinear gravitational evolution. Eq. (12.51) is only
the leading-order result valid on large scales, and perturbation theory allows us to similarly
calculate the next-to-leading order correction.

We now have all the tools we need to compute the statistics of the evolved matter den-
sity field in perturbation theory. However, before we move on, we should recall that, so far,
we have actually done perturbation theory of the wrong equation: we have treated matter
as an ideal fluid, whereas the real physical system is a collection of collisionless particles
governed by the Vlasov equation. In particular, we have neglected the stress tensor σ

ij
m in

Eq. (12.20). Fortunately, all is not lost: the solution is to treat matter as an effective fluid
(Baumann et al., 2012). In practice, this works by expanding σ

ij
m in terms of the matter den-

sity field itself. Since we cannot predict σ
ij
m from within perturbation theory, we have to

allow for free coefficients that must be determined by other means. The equation for um

involves only the gradient of σ
ij
m, so the homogeneous part of the stress tensor is irrelevant.

Hence, the leading relevant term is proportional to δm and is given by

σ
ij

m,eff(x,η) = δijρm(η) c2
s,eff(η)δm(x,η), (12.52)

where c2
s,eff is the effective sound speed squared. This notation makes sense: the diagonal

part of the stress tensor corresponds to the pressure, and the sound speed c2
s = ∂p/∂ρ re-

lates pressure perturbations to density perturbations. Note that this is not pressure in the
usual sense as in a gas of collisional atoms. Instead, it corresponds to the effective gravi-
tational action induced by small-scale perturbations. It is straightforward to integrate the
Euler–Poisson system with this pressure term included. At linear order, this yields

δ(1)(k,η) =
[
1 − C2

s (η)k2
]
D+(η)δ0(k), (12.53)

where C2
s (η) is a double time integral (weighted by the growth factor) over c2

s,eff. Notice how
the effective pressure contribution is suppressed at small k, just as the NLO contribution
we computed above. In fact, it is typically of similar order as the latter: on dimensional
grounds, we expect that C2

s ∼ 1/k2
NL, and simulation measurements confirm this. Thus, we

can take into account the non-ideal nature of the effective fluid, i.e. the error we are making
by approximating matter as a fluid, by performing an expansion of the stress tensor, with a
single term being sufficient at the level of the power spectrum at NLO. The coefficient C2

s (η)

cannot be predicted in perturbation theory. In order to determine it, we need to match to
a solution of the actual underlying Vlasov–Poisson system. N-body simulations provide a
means to achieve just that.
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FIGURE 12.3 Diagrammatic representation of the next-to-leading order contributions to the matter power spectrum:〈
δ(2)(k)δ(2)(k′)

〉
(left) and

〈
δ(1)(k)δ(3)(k′)

〉
(right); we again suppress the time arguments for clarity. The upper diagrams

show how these contributions can be calculated by connecting the linear density fields δ(1)(k1), · · · δ(1)(k4) appearing
in the expansion of each nonlinear density field via the dashed lines (the kernels are the same as in Fig. 12.2 and
are not labeled). By Wick’s theorem, each connection yields a linear matter power spectrum and a Dirac delta. The
lower diagrams introduce a more standard, and economical representation: now the connection of two linear fields
is represented with an open circle, with each circle corresponding to a linear power spectrum. This representation
makes it clear why these contributions are also called “1-loop” contributions. Each loop in a diagram corresponds to
one integral over wavenumber (in the lower diagrams, p denotes the loop wavenumber).

where

P (22)(k,η) = 2
∫

d3p

(2π)3

[
F2(p,k − p)

]2
PL(p,η)PL(|k − p|,η),

P (13)(k,η) = 3PL(k,η)

∫
d3p

(2π)3 F3(p,−p,k)PL(p,η). (12.49)

Here, we have relabeled the wavenumbers ki that are integrated over as p. Notice that we
have to go to third order to consistently derive the NLO correction to the matter power
spectrum. The result is shown in Fig. 12.4. We see that on large scales (small k), P NLO(k) is
much smaller than the linear power spectrum. That is, nonlinear evolution is only a small
correction to linear evolution. This is the regime where perturbation theory is useful, since
we expect that higher-order terms in the expansion Eq. (12.48) are even smaller.

In fact, we can make this argument more precise. Notice that, as depicted in the bottom
panel of Fig. 12.3, the NLO contributions in Eq. (12.49) both involve what in field theory
is called a loop, an integral over wavenumber (or “momentum”). Since the linear matter
power spectrum does not have a simple shape, this integral has to be performed numer-
ically. In order to identify the relevant parameter controlling the relative size of the NLO

;
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/ k2/p2 for p � k

Similar size as PNLO(k)



• At leading order, this is just another linear term in 
the equations (but with more derivatives)


• By redefining coefficient, correction to final density 
field can be written as (with free coefficient Cs2)


• In fact, theoretical consistency forces us to 
introduce Cs2 (~ eff. sound horizon) as counterterm:

Cold collisionless matter 
= effective fluid
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This again follows from inserting Eq. (12.40), and using Wick’s theorem Eq. (12.47) (Exer-
cise 12.6). Note that the bispectrum is a function of three wavenumbers, and is nonzero
only if these vectorially add up to zero, i.e. they form a closed triangle in Fourier space. The
amplitude of the bispectrum in Eq. (12.51) displays a specific dependence on the shape of
the triangle, which is characteristic of nonlinear gravitational evolution. Eq. (12.51) is only
the leading-order result valid on large scales, and perturbation theory allows us to similarly
calculate the next-to-leading order correction.

We now have all the tools we need to compute the statistics of the evolved matter den-
sity field in perturbation theory. However, before we move on, we should recall that, so far,
we have actually done perturbation theory of the wrong equation: we have treated matter
as an ideal fluid, whereas the real physical system is a collection of collisionless particles
governed by the Vlasov equation. In particular, we have neglected the stress tensor σ

ij
m in

Eq. (12.20). Fortunately, all is not lost: the solution is to treat matter as an effective fluid
(Baumann et al., 2012). In practice, this works by expanding σ

ij
m in terms of the matter den-

sity field itself. Since we cannot predict σ
ij
m from within perturbation theory, we have to

allow for free coefficients that must be determined by other means. The equation for um

involves only the gradient of σ
ij
m, so the homogeneous part of the stress tensor is irrelevant.

Hence, the leading relevant term is proportional to δm and is given by

σ
ij

m,eff(x,η) = δijρm(η) c2
s,eff(η)δm(x,η), (12.52)

where c2
s,eff is the effective sound speed squared. This notation makes sense: the diagonal

part of the stress tensor corresponds to the pressure, and the sound speed c2
s = ∂p/∂ρ re-

lates pressure perturbations to density perturbations. Note that this is not pressure in the
usual sense as in a gas of collisional atoms. Instead, it corresponds to the effective gravi-
tational action induced by small-scale perturbations. It is straightforward to integrate the
Euler–Poisson system with this pressure term included. At linear order, this yields

δ(1)(k,η) =
[
1 − C2

s (η)k2
]
D+(η)δ0(k), (12.53)

where C2
s (η) is a double time integral (weighted by the growth factor) over c2

s,eff. Notice how
the effective pressure contribution is suppressed at small k, just as the NLO contribution
we computed above. In fact, it is typically of similar order as the latter: on dimensional
grounds, we expect that C2

s ∼ 1/k2
NL, and simulation measurements confirm this. Thus, we

can take into account the non-ideal nature of the effective fluid, i.e. the error we are making
by approximating matter as a fluid, by performing an expansion of the stress tensor, with a
single term being sufficient at the level of the power spectrum at NLO. The coefficient C2

s (η)

cannot be predicted in perturbation theory. In order to determine it, we need to match to
a solution of the actual underlying Vlasov–Poisson system. N-body simulations provide a
means to achieve just that.
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FIGURE 12.3 Diagrammatic representation of the next-to-leading order contributions to the matter power spectrum:〈
δ(2)(k)δ(2)(k′)

〉
(left) and

〈
δ(1)(k)δ(3)(k′)

〉
(right); we again suppress the time arguments for clarity. The upper diagrams

show how these contributions can be calculated by connecting the linear density fields δ(1)(k1), · · · δ(1)(k4) appearing
in the expansion of each nonlinear density field via the dashed lines (the kernels are the same as in Fig. 12.2 and
are not labeled). By Wick’s theorem, each connection yields a linear matter power spectrum and a Dirac delta. The
lower diagrams introduce a more standard, and economical representation: now the connection of two linear fields
is represented with an open circle, with each circle corresponding to a linear power spectrum. This representation
makes it clear why these contributions are also called “1-loop” contributions. Each loop in a diagram corresponds to
one integral over wavenumber (in the lower diagrams, p denotes the loop wavenumber).

where

P (22)(k,η) = 2
∫

d3p

(2π)3

[
F2(p,k − p)

]2
PL(p,η)PL(|k − p|,η),

P (13)(k,η) = 3PL(k,η)

∫
d3p

(2π)3 F3(p,−p,k)PL(p,η). (12.49)

Here, we have relabeled the wavenumbers ki that are integrated over as p. Notice that we
have to go to third order to consistently derive the NLO correction to the matter power
spectrum. The result is shown in Fig. 12.4. We see that on large scales (small k), P NLO(k) is
much smaller than the linear power spectrum. That is, nonlinear evolution is only a small
correction to linear evolution. This is the regime where perturbation theory is useful, since
we expect that higher-order terms in the expansion Eq. (12.48) are even smaller.

In fact, we can make this argument more precise. Notice that, as depicted in the bottom
panel of Fig. 12.3, the NLO contributions in Eq. (12.49) both involve what in field theory
is called a loop, an integral over wavenumber (or “momentum”). Since the linear matter
power spectrum does not have a simple shape, this integral has to be performed numer-
ically. In order to identify the relevant parameter controlling the relative size of the NLO

;
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/ k2/p2 for p � k

Similar size as PNLO(k)

Yes, P22 also leads to a counterterm, but that one is much smaller.
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FIGURE 8.3 The linear matter power spectrum in the fiducial !CDM cosmology at different redshifts. Scales to the
left of the vertical lines, which indicate kNL(z) for each of the redshifts shown, are still evolving approximately
linearly at each redshift.

This, together with Eq. (8.4), allows us to relate the overdensity in the late universe to the
primordial potential:

δm(k, a) = 2
5

k2

#mH 2
0

R(k)T (k)D+(a) (a > alate, k ! aH). (8.7)

Eq. (8.7) holds regardless of how the initial perturbation R was generated, as long as it is
an adiabatic perturbation. In the context of inflation, we saw in the previous chapter that
R(k) is drawn from a Gaussian distribution with mean zero and power spectrum PR(k) =
(2π2/k3)As(k/kp)ns−1 (Eq. (7.99)). So the linear power spectrum of matter at late times is

PL(k, a) = 8π2

25
As

#2
m

D2
+(a)T 2(k)

kns

H 4
0 k

ns−1
p

. (8.8)

Notice that (i) the power spectrum has dimensions of (length)3; and (ii) Eq. (8.8) implies
that PL(k) ∝ kns on large scales where T (k) = 1.

Fig. 8.3 shows the matter power spectrum for our fiducial !CDM cosmology, today as
well as at higher redshifts. While on large scales we see the expected behavior, on small
scales the power spectrum turns over. To understand this, look back at Fig. 8.1. The small-
scale mode there (k = 2h Mpc−1) enters the horizon well before matter/radiation equality.
During the radiation epoch the potential decays, so the transfer function is much smaller
than unity. The effect of this on matter perturbations can be seen in Fig. 8.2, where the
growth of δ is retarded starting at a $ 10−5 after the mode has entered the horizon and
ending at a $ 10−4 when the universe becomes matter dominated. Modes that enter the
horizon even earlier undergo more suppression. Thus, the power spectrum is a decreasing
function of k on small scales. This leads to the realization that there will be a turnover in
the power spectrum at a scale keq corresponding to the one which enters the horizon at

• Idea: allow for all counterterms in effective fluid equations consistent 
with symmetries: general covariance; mass and momentum conservation


• Order different contribution according to their scaling with k


• Only one relevant scale: kNL, where (roughly) matter density field 
becomes fully nonlinear:


• For this ordering, we typically approximate PL(k) ~ kn as power law, with 
n ~ -1.5, allowing us to compute loop integrals analytically. E.g., 

Effective Field Theory of 
Structure Formation
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k�2
NL =

Z
d3p

(2⇡)3
p�2PL(p)

<latexit sha1_base64="cCPxnYma+1q7G2y555GeBW0IEpg=">AAAJFnichZXNbuM2EMe12491069se+xFaBAgC3gN2XW6ORTFYjdocrAbp4g3C0SJQUmULZiiFIpybBB8jz5DH6GH3ope97p9mg714TBkiwqwTM3vzyE5nCGDnCQF97z3jx5/8OFHHz/pfLLz6Weff/Hl7tOv3hRZyUI8DTOSsbcBKjBJKJ7yhBP8NmcYpQHBl8HyteKXK8yKJKMXfJPj6xTNaRInIeJgmu0eT2bi9ay4GciD5TPXL5LU9QmO+YEfMxSKpRTLmfBZ6lIipc+S+YI/uxED6U5q80j1m+3ueT2vely70W8ae07zTGZPn/zuR1lYppjykKCiuOp7Ob8WiPEkJFju+GWBcxQu0RxfQZOiFBfXolqudPfBErlxxuBHuVtZ9R4CpUWxSQNQpogvCpMpYzdI/w1flTw+uhYJzUuOaViPFZfE5ZmrwudGCcMhJxtooJAlMF03XCAIFYcg7+y7JU04eIxw7C/SPBR+d3Ejnvel363CNc5DKVtclFTjYwhoFmX8njf9ta6VFDjFd2GWpohGwgf7Qv7HOLou2Qr/zyHM64FHfWa68AcQEUTn1YYxrKMfAbEW6YAtsgBYBjmpUrYyyFlqqM5SqV54jmwUbFFgotEW+SMogQhZbulWIVLPXM9ZoOHAxiMNNwMo0b47QjlBIXazHDPEVTKqDSRgFT5FAUFQXve24ra1DhtrokvF84GEvHMTquoWt853aukYhOOZz/Gaiwlpc2UdQ/fVurHHym7uyBnMXaV7iIg4M5c21eDUhMeYaPjYxBcavDDhuQbPrUTT4NiE4alGT016osETaaXfRMMTG480PFKx2ndXUNUZVLChXMmr/rXwg1TsWXWywrIi2ALLGiwtkNcgt8BtDW4twGrALFDWoLTAXQ3uLLCuwdoCmxps2mxa0QXiwq9eK0HlvR10GYnU2Zq1+drCmBIRNwn4cxPUOcN4aSSTrBKKm6VZgL1I5imyNisCEjU9HhIEBJF8YZNMHTGqUI1RcK7GWSEGjYRktJpldX/UZzacSNWX+AVHl/AhBZvDeeP1vu96XU8ammyDyCtS3qsGh93esN/tHR0Z0p8yhgt+AuGgjbjX/67bOxx24d/QHmOcT0qWk9ZvbwhuweuLQ0M5Urcxw9F2/KNmlvqSAzXBKonV1lgzt9NaOTT1bTQqNdz2ffNutxtvBr3+Yc87H+69fNXc+x3nG+db58DpOy+cl86pM3GmTuj85rxz3jt/d37t/NH5s/NXLX38qOnztfPg6bz7BzXiVg0=</latexit>
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<latexit sha1_base64="tOuvv2LKMHLL4QYSddP0lqlEx6Y=">AAAJGnichZXPb9s2FMfVdlu97FfaHXcRFgRIMdeQUmfNYRiKLlhysGtniJsCkWNQEmULpkiFohwbBP+T/Q37A3bcbdi1lx22v2WkfjgMuWECLFPv832P5OMjGeYoLZjn/fng4aMPPvzocefjnU8+/ezzL3afPH1bkJJGcBIRROi7EBQQpRhOWMoQfJdTCLIQwctw+YPilytIi5TgC7bJ4TQDc5wmaQSYNM12z8YzHtDMfTMYiYPlMzco0swNEEzYQZBQEPGl4MtagpEQAU3nC/bsmr/4Bgu38R0oz9nuntfzqse1G37T2HOaZzx78vjXICZRmUHMIgSK4sr3cjblgLI0QlDsBGUBcxAtwRxeySYGGSymvJqycPelJXYTQuUPM7ey6h4cZEWxyUKpzABbFCZTxm6Y/Ru+KllyPOUpzksGcVT3lZTIZcRVKXTjlMKIoY1sgIimcrhutAAyWUwmemffLXHKZMQYJsEiyyMedBfX/Lkvgm6VrmEeCdHiosQaH8qEkpiwO974a66VVHIMbyOSZQDHPJD2hfiPfnRduhX+X0A5rnsR9ZHpwu+kCAE8rxaMQh19LxFtkQ7ogoSSEVmXqmwrg5hlhmqUCfWCc2CjcItCEw22KBjIbRADKyzeKnjmmfMZhRoObTzQcNOBEu27A5AjEEGX5JACpopRLSCSVh5gECJwfSjubMVNa+031lSX8ueHQtadm2K1d2EbfKeWDqVwOAsYXDM+Rm2trBPpvlo39kTZzRUZybGrco8A4iNzahMNTkx4ApGGT0x8ocELE55r8NwqNA0OTRidafTMpKcaPBVW+Y01PLbxQMMDlat9dyV3NZE72FCuxJU/5UGY8T1rn6ygqAi0wLIGSwvkNcgtcFODGwvQGlALlDUoLXBbg1sLrGuwtsCmBpu2mlZ4ARgPqteKY3FnlzqCYnW2krZeW5hgxJOmAN80SZ1TCJdGMYmqoJi5NQtpL9J5BqzFiiWJG4/7BEgCUL6wCVFHjNqoRi8wV/2sAJWNFBFcjbK6P+ozW55I1Rf/CcaX8kNwOpfnjdf7tut1PWFoyAag16i8Ux0edXt9v9s7PjakPxIKC3Yq04Ebcc9/0e0d9bvy39CeQJiPS5qjNm6vL8PKqC+PDOVA3ccUxtv+j5tR6lMO1QCrIlZLY43cLmsV0NS32ajU8rb3zbvdbrw97PlHPe+8v/fqdXPvd5yvnK+dA8d3XjqvnDNn7EycyPnFee/85fzd+bnzW+f3zh+19OGDxudL597Tef8PkyhXbg==</latexit>

PNLO(k) ⇠
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k

knl

◆3+n

PL(k)



Non-gravitational 
interactions of baryons
• So far, completely ignored non-gravitational interactions, 

while I argued that we are including baryons…


• Let’s consider the effect of pressure then, assuming some 
relation p=p(ρ) (barotropic fluid). Pressure term in baryon 
Euler equation, at leading order:


• Precisely the same shape as effective stress contribution! 
As long as we are interested only in total matter, we can 
combine the two into a single Cs2.
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<latexit sha1_base64="fM9bm+OhYsWnA4U0HPxlgGX95iQ=">AAAJ3nichZZLb+M2EMfl7WPX3j427bEXooGLLeA17DTpBmi3WGyDJgencYpks4DpuJRE2YIpSqEoxwaha29Fr3ttP0a/Sb9Nh3o4DNWHANv0/P4zHJEzlNyEhakcDP5qPXjn3ffef/io3Xn8wYcfffxk55PXaZwJj156MYvFG5eklIWcXspQMvomEZRELqNX7vJ7za9WVKRhzC/kJqHTiMx5GIQekWCa7bQeY7GIZwqLCLn5tXo2zBFOiJAhYbMQ91DyFJmKL1HnixfoP30YDeQE4UAQT/lJrnytBoVPmSSmJxbhfCGnqIMF9dUL5M3S6z0jUuVSyyEE7uDIjdfqNpSLHN9kxK+cdE7WhN+UHPvmlAh0LhH3TNivh7Mnu4P+oLhQczCsBrtOdY1nOw//xH7sZRHl0mMkTSfDQSKnSt+Bx2jewVlKE+ItyZxOYMhJRNOpKrYtR12w+CiIBXy4RIXV9FAkStNNBCl2IyIXqc20sedG/4QnmQwOpyrkSSYp98q5gowhGSNdBsgPBfUk28CAeCKEdJG3ILCCEoql00UZDyVE9GmAF1HiKdxbFBuNe8VanSZentc4zbjBT2E1Yz+Wd7zyN1wLKXBOb704igj3FQb7Iv+XeUxduBX+X0DI615EMzNT+C2IGOHzYsMENdF3gESNTAAF5AKLobd06xWGfBZZqrMo1190TprI3SLXRqMtwiNoZZ80wvKtQkUD+37OXAO7TTwycDWBFnXRiCSMeBTFCRVE6mLUG8jAqjAnLiPXe/mdLb2prfuVNTSl6tketGwXhVyfP7QO3imlpyA8nWFJ11KNWV0r6wDcV+vKHmi7vSNnkLsud48wdWbf2qUBL214RJmBj2x8YcALG54b8LxRaAY8taF3YtATmx4b8DhvlN/YwOMmHhl4pNeqi1bQ1TF0sKVc5ZPhVGE3UruNPlnRvCC0AZYlWDZAUoKkAW5KcNMAogSiAbISZA1wW4LbBliXYN0AmxJs6mpa8QWRChdfK8XzOzvoYubrszWu67WGAWcqqArwx2pR54LSpVVMeVFQ0m7NFOxpOI9IY7N8IH7lcZ8QIIQliyaJ9RGjG9WahSZ6nhURMAhZzIssi+dHeWbDiVT8Uz9R/wr+5ErM4bwZ9L/uDXqD3NLEG8JesexOtXfQ6+8Pe/3DQ0v6QyxoKo9hOXgl7g+/6vUP9nvwa2mPKE3GmUhYHbe/D2Eh6vMDSznSrwHwCrCd/7DK0rxlVydYFLHemkbmzbLWAW19vRqFGp72Q/vZ3hy83usPD/qD8/3dl6+q5/4j5zPnc+epM3SeOy+dE2fsXDpeS7Tetn5v/dH+uf1L+9f2b6X0Qavy+dS5d7Xf/g12XZzs</latexit>
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<latexit sha1_base64="rIVKU5xLK4SynQqAEmXbEsp3Obw=">AAAJInichZXLbuM2FIY1M23HTW+Z6bIboYGBLjyGnDqdLIpiMA2aLOzGKeLJAJFjUBJlC6ZIhaIcG4Teps/QRR+hu6KrArNtn6OHujgM2aICbNP/9/OQOjwkg4wkufC8Px89fvLe+x887Xy499HHn3z62f6z529yVvAQT0NGGH8boByThOKpSATBbzOOURoQfBWsvlf8ao15njB6KbYZnqVoQZM4CZEAab4/8TmOpB9zFMpw7ufJIkWuHyBeN+fS56mblqWsNL5kO8X1M8RFgshN4vrRTp7vH3h9r3pcuzFoGgdO80zmz57+6kcsLFJMRUhQnl8PvEzMpAoeElzu+UWOMxSu0AJfQ5OiFOczWb166XZBidyYcfhQ4Vaq3kOiNM+3aQDOFIllbjIl9oL03/B1IeLjmUxoVghMw3qsuCCuYK5KpRslHIeCbKGBQp7AdN1wiSCTAhK+13ULmgiIGOHYX6ZZKP3e8ka+GJR+r0rWOAvLssV5QTU+hnSyiIl73vTXulZW4BTfhSxNEYVlBH1Z/sc4ui/ZGf8vIMzrQUR9ZrrxWzARRBfVgnGso+8A8RbpAKopAMagPlX5VkI5Tw3XeVqqL7xANgp2KDDRaIf8EWyHCFlh6c4hU898n/NAw4GNRxpuBlCmrjtCGUEhdlmGORKqGNUCElClT1FA0M1hea/lt606bNREt8oXh7DRum5C1R7GbfC92joG43juC7wRckLaWtnE0H29afRY6eaKnMPcVbmHiMhz89WmGpya8AQTDZ+Y+FKDlya80OCFVWgaHJswPNPomUlPNXhaWuU30fDExiMNj1Suuu4adjWDHWw41+X1YAbnYCoPrH2yxmVFsAVWNVhZIKtBZoHbGtxagNeAW6CoQWGBuxrcWWBTg40FtjXYttW0pkskpF99rSUt73XwMRKps5W19drCmBIZNwX4Y5PUBcd4ZRRTWRWUMLdmDnp1+1iLFQGJmh4PCQKCSLa0CVNHjNqoxig4U+OsEYdGQhitZlndH/WZDSdS9U/+hKMr+FNKvoDzxut/0/N6Xml42BaR16S4dx0e9frDQa9/fGxYf2Ac5+IU0kEbc3/wda9/NOzBr+E9wTibFDwjbdz+EMJC1JdHhnOULJYCrvLd+MfNLPVXDtQEqyJWS2PN3C5rFdD0t9mo3HDbD8y73W68OewPjvrexfDg1evm3u84XzhfOl85A+el88o5cybO1AmdX5x3zl/O352fO791fu/8UVsfP2r6fO48eDrv/gEpzF0x</latexit>

c��̄m

⇢̄m
@i�m



xfl(⌧
0)

Alternative: Lagrangian approach 
to structure formation
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<latexit sha1_base64="tlg9uqgK2dAN3RqjeFq9RtVuD3Y=">AAAJMHichZVNc+M0GMe9u8CG8NaFIxcNnTIc0oxTUraHhdlZOrSHhKZMu92ZOs3Itpx4IkuuLKfJaPylOHLmQ8CJ4bpX+AA8fktVCQbPJJaf31+PHkt/yX5K40y67u+PHj955933nnbe737w4Ucff7Lz7NPXGc9FQC4DTrl44+OM0JiRSxlLSt6kguDEp+TKX35f8qsVEVnM2YXcpGSa4DmLozjAEkKznRsvEjhQ4fomLlQoC/Tlt6gOpWUEo6RAntdtVKmm2kenCJ7hXsME1KBNsZAxprMYeZMsnu3sun23upDdGDSNXae5JrNnT3/xQh7kCWEyoDjLrgduKqeqzBpQUnS9PCMpDpZ4Tq6hyXBCsqmqJqJAexAJUcQF/JhEVVTvoXCSZZvEB2WC5SIzWRns+cm/4etcRkdTFbM0l4QF9VhRTpHkqJxYFMaCBJJuoIEDEUO5KFhgmBkJ09/dQzmLJWQMSeQtkjRQXm9xo/YHhddTnkjQOA2KosVZzjQ+nimPh1ze86a/1rWSAmfkLuBJglmoPIgviv8YR9fFW+H/JYS6HmTUK9OFL0BEMZtXCyaIjr4DJFqkA7HgPjAObi3NXAWKWWKozsBm8Efm2Eb+FvkmGm2RN4LNEWIrLdsqVOKa73Pma9i38UjDzQClaA+NcEpxQBBPicCyNGO5gBSiymPYp/jmoLiPZbdtdNhEY12q9g8K8B2KWbmjSZu8W0vHIBzPPEnWUk1o65V1BN1X6yYelXFzRc6g9tLuAabqzHy1Sw1emvCYUA0fm/hCgxcmPNfguWU0DY5NGJxq9NSkJxo8KSz7TTQ8sfFIw6NyrvbQCnY1hx1sKFfF9WCqPD9Ru9Y+WZGiIsQCyxosLZDWILXAbQ1uLSBqICyQ1yC3wF0N7iywrsHaApsabFo3rdgCS+VVfyvFivs46DgNy7OVt35tYcSoihoD/thM6lwQsjTMVFSGkubWzCCexfMEW4sVAgmbHg8JBoJpurAJL4+YcqMao5C0HGeFBTRiyllVZfX9qM9sOJGqJ/UTCa/goVBiDueN2/+m5/bcwtDwDaavaH6vOjjs9YeDXv/oyJD+wAXJ5AlMB2vE/cHXvf7hsAd3Q3tMSDrJRUrbvP0hpIWszw8N5SieL6Qg4Xb8o6ZK/ZX9ssDKxOXSWJXbti4Tmvp2Nio1fO0H5rfdbrw+6A8O++75cPflq+a733E+d75wvnIGznPnpXPqTJxLJ3B+dd46fzl/d37u/Nb5o/NnLX38qOnzmfPg6rz9B6JwYDE=</latexit>
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<latexit sha1_base64="ha3k1Vr5cK9cYaktLn98zbCz1Lo=">AAAI03ichZVNb9s2GMfV7qVu9tZux12EBQF2cA05c9ociqHogiYHe3G2uCkQuQZF0bZgilQoyrFB6DLs2uv2XfZN9m32UC8OQ26YAMvU8/vz4SPyTyrKaJLLIPj7wcOPPv7k00edx3ufff7Fl189efr125wXApMJ5pSLdxHKCU0YmchEUvIuEwSlESVX0eonza/WROQJZ5dym5FpihYsmScYSQj9Gq5vZk/2g15QXb7b6DeNfa+5xrOnj/4KY46LlDCJKcrz636QyalCQiaYknIvLHKSIbxCC3INTYZSkk9VVWvpH0Ak9udcwI9Jv4qaPRRK83ybRqBMkVzmNtPBbpT+G74u5Px4qhKWFZIwXI81L6gvua/f3Y8TQbCkW2ggLBIo18dLJBCWMEN7B37BEgkZYzIPl2mGVdhdvlfP+mXYVaFI/VGGy7LFecEMPpqpkMdc3vGmv9G1kgJn5BbzNEUsViHEl+V/jGPqkp3w/xJCXfcympWZwpcgoogtqgUTxEQ/AhItMoFY8ggYB0Npv1WBcpZaqvO01DeyQC6Kdiiy0XCHwiH4N0ZOWrZTqDSw3+c8MnDk4qGBmwG06MAfoowiTHyeEYGkNqNeQApRFTIUUfT+sLyL5TdtdNBEE1Oqnh2W4Ds/YXrTkTb5Xi0dgXA0CyXZSDWmrVc2c+i+3jTxuY7bK3IOtWu7Y0TVuf1qEwNObHhCqIFPbHxpwEsbXhjwwjGaAUc2xGcGPbPpqQFPS8d+YwOPXTw08FDP1YG/hl3NYQdbynV53Z+qMErVvrNP1qSsCHHAqgYrB2Q1yBxwU4MbB4gaCAcUNSgccFuDWwdsarBxwLYG29ZNa7ZEUoXVba1YeRcHHaexPlt569cWzhlV88aAPzeTuhCErCwzlZWhpL01c4jnySJFzmLFQOKmx32CgCCaLV3C9RGjN6o1Csn0OGskoJFQzqoqq+9HfWbDiVQ9qV9IfAUPpRILOG+C3vNu0A1KS8O3iL6mxZ3q8KjbG/S7veNjS/qGC5LLU5gO1oh7/R+6vaNBF/4t7Qkh2bgQGW3z9gaQFrK+OLKUw2SxlILEu/GPmyrNV450gZWJ9dI4lbu21gltfTsblRq+9n372+423h72+ke94GKw/+p1893veN9633nfe33vhffKO/PG3sTD3sL74P3h/dmZdFTnt87vtfThg6bPN969q/PhH6p8O9o=</latexit>q

<latexit sha1_base64="w4Zra5zDaZhfWwaotSQQGJ7/Q5g=">AAAJAHichZXdbts2FMfVdlu97KNpd7kbYUGADlMFOXPWXGxD0QVLLuzFGeKmQOQalETZgilSoSjHBqGbPcMeYnfDbnO7vcTeZkdfDkNumADL1Pn9eXh4eEgGGUly4Xl/P3j46L33P3jc+3Dno48/+fTJ7tNnb3JW8BBPQkYYfxugHJOE4olIBMFvM45RGhB8GSx/qPjlCvM8YfRCbDI8TdGcJnESIgGm2a7rr9Yz6fPUjkn53F9dOz4W6Ev7Oxva9lfwlrlin+3uea5XP7bZ6LeNPat9xrOnj2/9iIVFiqkICcrzq76XialEXCQhweWOX+Q4Q+ESzfEVNClKcT6V9cRKex8skR0zDj8q7Nqq9pAozfNNGoAyRWKR66wyOkH6b/iqEPHRVCY0KwSmYTNWXBBbMLtKlB0lHIeCbKCBQp5AuHa4QByFAtK5s28XNBHgMcKxv0izUPrO4p180S99p07nKAvLssN5QRU+goSziIk73vZXutZS4BTfhCxNEY2kD/ZF+R/jqLpkK/w/hxDXPY9qZKrwWxARROf1gnGsou8B8Q6pgC9YAIxB9VXFWRvKWaqpztKyeuE5MlGwRYGOhlvkD6HYI2S4pVuFTD19PmeBggMTDxXcDlCJ9u0hyggKsc0yzJGoirFaQAJW6VMUEPTuoLyz5dedddBaE1UqXxyUUHd2QqsdijvnO410BMLRzBd4LeSYdLWyjqE7bNnGHld2fUXOIPaq3ENE5Jk+tYkCJzo8xkTBxzq+UOCFDs8VeG4UmgJHOgxPFXqq0xMFnpRG+Y0VPDbxUMHDKlf79gp2NYMdrClX5VV/Kv0glXvGPlnhsibYAMsGLA2QNSAzwHUDrg3AG8ANUDSgMMBNA24MsG7A2gCbBmy6alrRBRLSr18rScs7O+gYiaqzlXX12sGYEhm3BfhTm9Q5x3ipFVNZF5TQt2YO9jyZp8hYrAhI1Pa4TxAQRLKFSVh1xFQbVRsFZ9U4K8ShkRBG6yjr+6M5s+FEqr/kzzi6hI9S8jmcN577jeM5Xqlp2AaR16S4Ux0cOu6g77hHR5r0R8ZxLk4gHbQVu/2vHfdw4MC/pj3GOBsXPCOdX3cAbsHry0NNOUzmC8FxtB3/qI1SnXJQBVgXcbU0RuRmWVcOdX2XjVoNt31fv9vNxpsDt3/oeueDvVev23u/Z31ufWE9t/rWS+uVdWqNrYkVWr9at9af1l+9X3q/9X7v/dFIHz5o+3xm3Xt6t/8AB69MWA==</latexit>

xfl(q, ⌘) = q + s(q, ⌘)

• So far, worked with Eulerian fields at fixed 
spatial position x


• Alternative: follow mass elements along their 
trajectory, labeling them with initial position q


• Time-dependent position given by


• Then use geodesic equations:



xfl(⌧
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<latexit sha1_base64="ha3k1Vr5cK9cYaktLn98zbCz1Lo=">AAAI03ichZVNb9s2GMfV7qVu9tZux12EBQF2cA05c9ociqHogiYHe3G2uCkQuQZF0bZgilQoyrFB6DLs2uv2XfZN9m32UC8OQ26YAMvU8/vz4SPyTyrKaJLLIPj7wcOPPv7k00edx3ufff7Fl189efr125wXApMJ5pSLdxHKCU0YmchEUvIuEwSlESVX0eonza/WROQJZ5dym5FpihYsmScYSQj9Gq5vZk/2g15QXb7b6DeNfa+5xrOnj/4KY46LlDCJKcrz636QyalCQiaYknIvLHKSIbxCC3INTYZSkk9VVWvpH0Ak9udcwI9Jv4qaPRRK83ybRqBMkVzmNtPBbpT+G74u5Px4qhKWFZIwXI81L6gvua/f3Y8TQbCkW2ggLBIo18dLJBCWMEN7B37BEgkZYzIPl2mGVdhdvlfP+mXYVaFI/VGGy7LFecEMPpqpkMdc3vGmv9G1kgJn5BbzNEUsViHEl+V/jGPqkp3w/xJCXfcympWZwpcgoogtqgUTxEQ/AhItMoFY8ggYB0Npv1WBcpZaqvO01DeyQC6Kdiiy0XCHwiH4N0ZOWrZTqDSw3+c8MnDk4qGBmwG06MAfoowiTHyeEYGkNqNeQApRFTIUUfT+sLyL5TdtdNBEE1Oqnh2W4Ds/YXrTkTb5Xi0dgXA0CyXZSDWmrVc2c+i+3jTxuY7bK3IOtWu7Y0TVuf1qEwNObHhCqIFPbHxpwEsbXhjwwjGaAUc2xGcGPbPpqQFPS8d+YwOPXTw08FDP1YG/hl3NYQdbynV53Z+qMErVvrNP1qSsCHHAqgYrB2Q1yBxwU4MbB4gaCAcUNSgccFuDWwdsarBxwLYG29ZNa7ZEUoXVba1YeRcHHaexPlt569cWzhlV88aAPzeTuhCErCwzlZWhpL01c4jnySJFzmLFQOKmx32CgCCaLV3C9RGjN6o1Csn0OGskoJFQzqoqq+9HfWbDiVQ9qV9IfAUPpRILOG+C3vNu0A1KS8O3iL6mxZ3q8KjbG/S7veNjS/qGC5LLU5gO1oh7/R+6vaNBF/4t7Qkh2bgQGW3z9gaQFrK+OLKUw2SxlILEu/GPmyrNV450gZWJ9dI4lbu21gltfTsblRq+9n372+423h72+ke94GKw/+p1893veN9633nfe33vhffKO/PG3sTD3sL74P3h/dmZdFTnt87vtfThg6bPN969q/PhH6p8O9o=</latexit>q

Alternative: Lagrangian approach 
to structure formation
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xfl(q, ⌘) = q + s(q, ⌘)

• So far, worked with Eulerian fields at fixed 
spatial position x


• Alternative: follow mass elements along their 
trajectory, labeling them with initial position q


• Time-dependent position given by


• Then use geodesic equations:
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s00(q, ⌘) + aHs0(q, ⌘) +rx (xfl(q, ⌘), ⌘) = 0



Alternative: Lagrangian approach 
to structure formation

• At initial time, density perturbations were negligible, so 
a given element d3q corresponds to equal mass 
everywhere. Hence, density is given directly by Jacobian:


• Can insert δm into Poisson equation to obtain Ψ. 
Perturbation theory then proceeds by writing
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s = s(1) + s(2) + . . .

and solving equation for displacement order by order.



Alternative: Lagrangian approach 
to structure formation

• Note: two matter elements can end up 
at the same final position x!


• Known as shell crossing

• Possible because (dark) matter is 
collisionless. 


• This cannot happen in the fluid picture 
though.


• In this sense, Lagrangian approach is 
closer to the correct physics.
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xfl(q, ⌘) = q + s(q, ⌘)



Phasespace view of 
structure formation

• Initial stages of 
collapse of 
overdense region
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FIGURE 12.5 Illustration of collapse at early times, where the velocity distribution is single-valued (left), and late
times, in the multistreaming regime where fm(x,v, t) has several peaks (right). The dynamics in the stage illustrated
on the left can be described by an effective fluid, the ones on the right cannot. Upper panels: sketch of the config-
uration in real space. Middle panels: velocity distributions at the location of the dashed circles in the corresponding
upper panel. Lower panels: phase-space distribution of matter. The distribution remains localized in a thin sheet.
The vertical lines in each case indicate the location for which the velocity distribution is shown in the middle panels.

12.3 Simulations
In the previous section, we described how taking moments of the Vlasov equation leads
to fluid equations for collisionless matter, which we were then able to solve perturbatively.
However, the fluid equations do not correctly describe the evolution of nonlinear structure
on small scales. We already mentioned this above, but let us study the issue in a bit more
detail. Consider an overdense region that collapses under its own gravity (Fig. 12.5). Ini-
tially, the velocity of matter at the outer edge is single-valued (left middle panel). Eventually
however, this shell encounters a shell that started at a smaller initial radius and already had
time to pass through the origin; since dark matter is collisionless, a shell passes through
the origin unimpeded. Thus, at the instant and location highlighted in the right panels,
commonly called shell crossing, the velocity distribution now has two peaks (right middle
panel), one corresponding to an infalling velocity from the outer shell, and another with
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the coupling between ! and fm) of integro-differential equations (because δm is an integral
over the distribution function fm) in 6 + 1 dimensions, it is notoriously difficult to solve.
The following sections will deal with perturbative as well as numerical techniques to solve
it.

The perturbative approach proceeds as we have done in previous chapters: by taking
moments of the Boltzmann equation. In the linear regime that we studied so far, the dis-
tribution function fm was completely described by its zeroth (density) and first moments
(velocity). Physically, this means that the second moment, the velocity dispersion, is van-
ishingly small. Then the distribution function can be written as

fm(x,p, t) = ρm(x, t)

m
(2π)3δ

(3)
D (p − mum(x, t)) (no velocity dispersion), (12.9)

where we have absorbed the irrelevant degeneracy factors of CDM and baryon species into
fm. You can think of this as arising from a thermal velocity distribution at each point cen-
tered around um(x, t) when taking the limit of zero temperature. It is important to realize,
however, that the form of the distribution function Eq. (12.9) does not remain valid once
structure becomes nonlinear. We will study in more detail how this happens in Sect. 12.3.
First though, let us see how far we get with the ansatz of vanishing velocity dispersion.

12.2 Perturbation theory
The starting point of perturbative approaches to the nonlinear growth of structure is to
take moments of the Vlasov equation; that is, we follow the same basic approach we took
in Ch. 5. For any function A(x,p, t) defined on 6 + 1 dimensional phase space, we can
define the momentum average

〈A〉fm (x, t) ≡
∫

d3p

(2π)3 A(x,p, t)fm(x,p, t), (12.10)

which now is only a function of position and time. Again, we absorb any degeneracy factors
into fm; there are no collision terms where they could become relevant. Choosing A = 1
then simply gives us the number density:

〈1〉fm (x, t) = n(x, t) = ρm(x, t)

m
. (12.11)

Equivalently, 〈m〉fm yields the mass density ρm(x, t), which is more useful in practice. Sim-
ilarly, we define the bulk or fluid velocity as the momentum average of pi , normalized by
the density:

ui
m(x, t) ≡

〈
pi

〉
fm

〈m〉fm

. (12.12)

Let us now take the momentum average
∫

d3p/(2π)3 of the Vlasov equation (12.8), multi-
plied by m, thus taking the zeroth moment of the Vlasov equation. We can always pull out

<=> no velocity dispersion
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FIGURE 12.5 Illustration of collapse at early times, where the velocity distribution is single-valued (left), and late
times, in the multistreaming regime where fm(x,v, t) has several peaks (right). The dynamics in the stage illustrated
on the left can be described by an effective fluid, the ones on the right cannot. Upper panels: sketch of the config-
uration in real space. Middle panels: velocity distributions at the location of the dashed circles in the corresponding
upper panel. Lower panels: phase-space distribution of matter. The distribution remains localized in a thin sheet.
The vertical lines in each case indicate the location for which the velocity distribution is shown in the middle panels.

12.3 Simulations
In the previous section, we described how taking moments of the Vlasov equation leads
to fluid equations for collisionless matter, which we were then able to solve perturbatively.
However, the fluid equations do not correctly describe the evolution of nonlinear structure
on small scales. We already mentioned this above, but let us study the issue in a bit more
detail. Consider an overdense region that collapses under its own gravity (Fig. 12.5). Ini-
tially, the velocity of matter at the outer edge is single-valued (left middle panel). Eventually
however, this shell encounters a shell that started at a smaller initial radius and already had
time to pass through the origin; since dark matter is collisionless, a shell passes through
the origin unimpeded. Thus, at the instant and location highlighted in the right panels,
commonly called shell crossing, the velocity distribution now has two peaks (right middle
panel), one corresponding to an infalling velocity from the outer shell, and another with



Phasespace view of 
structure formation

• Later stages of 
collapse of 
overdense region
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FIGURE 12.5 Illustration of collapse at early times, where the velocity distribution is single-valued (left), and late
times, in the multistreaming regime where fm(x,v, t) has several peaks (right). The dynamics in the stage illustrated
on the left can be described by an effective fluid, the ones on the right cannot. Upper panels: sketch of the config-
uration in real space. Middle panels: velocity distributions at the location of the dashed circles in the corresponding
upper panel. Lower panels: phase-space distribution of matter. The distribution remains localized in a thin sheet.
The vertical lines in each case indicate the location for which the velocity distribution is shown in the middle panels.

12.3 Simulations
In the previous section, we described how taking moments of the Vlasov equation leads
to fluid equations for collisionless matter, which we were then able to solve perturbatively.
However, the fluid equations do not correctly describe the evolution of nonlinear structure
on small scales. We already mentioned this above, but let us study the issue in a bit more
detail. Consider an overdense region that collapses under its own gravity (Fig. 12.5). Ini-
tially, the velocity of matter at the outer edge is single-valued (left middle panel). Eventually
however, this shell encounters a shell that started at a smaller initial radius and already had
time to pass through the origin; since dark matter is collisionless, a shell passes through
the origin unimpeded. Thus, at the instant and location highlighted in the right panels,
commonly called shell crossing, the velocity distribution now has two peaks (right middle
panel), one corresponding to an infalling velocity from the outer shell, and another with
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FIGURE 12.5 Illustration of collapse at early times, where the velocity distribution is single-valued (left), and late
times, in the multistreaming regime where fm(x,v, t) has several peaks (right). The dynamics in the stage illustrated
on the left can be described by an effective fluid, the ones on the right cannot. Upper panels: sketch of the config-
uration in real space. Middle panels: velocity distributions at the location of the dashed circles in the corresponding
upper panel. Lower panels: phase-space distribution of matter. The distribution remains localized in a thin sheet.
The vertical lines in each case indicate the location for which the velocity distribution is shown in the middle panels.

12.3 Simulations
In the previous section, we described how taking moments of the Vlasov equation leads
to fluid equations for collisionless matter, which we were then able to solve perturbatively.
However, the fluid equations do not correctly describe the evolution of nonlinear structure
on small scales. We already mentioned this above, but let us study the issue in a bit more
detail. Consider an overdense region that collapses under its own gravity (Fig. 12.5). Ini-
tially, the velocity of matter at the outer edge is single-valued (left middle panel). Eventually
however, this shell encounters a shell that started at a smaller initial radius and already had
time to pass through the origin; since dark matter is collisionless, a shell passes through
the origin unimpeded. Thus, at the instant and location highlighted in the right panels,
commonly called shell crossing, the velocity distribution now has two peaks (right middle
panel), one corresponding to an infalling velocity from the outer shell, and another with



Structure formation beyond 
perturbation theory

• In order to take this phasespace evolution 
into account properly, need to go beyond 
fluid picture and perturbation theory.


• Back to collisionless Boltzmann equation!


• Topic of lecture 3.

39


