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Hypersurfaces of constant cosmic time are copies of R3. In these coordinates the de Sitter line
element appears as a flat FRW model with exponentially growing scale factor:

ds2 = dt2 − exp

(
2t

R

)
dx2. (9)

This form of the de Sitter line element was introduced by Lemâıtre in 1925 [6].
It is interesting to note that the first coordinate system used by de Sitter himself was a static

coordinate system with closed spatial sections. De Sitter was following Einstein’s cosmological idea
of a static closed universe, the idea that led to the introduction of the cosmological term in Einstein’s
equations. A static coordinate system (i.e. a coordinate system where nothing depends explicitly
on time) is not the most natural to describe an expanding universe, but it has other interesting
properties, mainly in relation to black hole physics (horizons, temperature and entropy).

Figure 9: A chart representing static closed coordinates. This is the coordinate system originally
used by W. de Sitter in 1917. Vertical timelike curves are obtained by intersecting the hyperboloid
with parallel two-planes. Only the blue hyperbola is a geodesic because it is the only one lying on a
plane that contains the origin of the ambient spacetime. The other timelike curves are accelerated
trajectories. They have been colored in red because there is a redshift for light sources moving along
these world lines; this effect was called the de Sitter effect and was thought to have some bearing
on the redshift results obtained by Slipher.

Static closed coordinates are represented in Figure 9. The Lemâıtre form of the de Sitter line
element is the most useful in cosmological applications. Recent observations are point towards the
existence of a nonzero cosmological constant and a flat space. For an empty universe (i.e. a universe
filled with a pure cosmological constant) this would correspond precisely to the above description
of the de Sitter universe.

4 Anti-de Sitter

Let us now introduce a flat five-dimensional space E(2,3) by adding a timelike direction to M4 (as
we did in the hyperbolic case). E(2,3) has two timelike directions and three spacelike directions and
therefore it is not a spacetime in the ordinary sense (a Lorentzian manifold with one temporal and
three spatial dimensions). However, the hypersurface with equation

AdS4 = {x ∈ E(2,3), x2
0 − x2

1 − x2
2 − x2

3 + x2
4 = R2}, (10)

is a spacetime: this is the anti-de Sitter universe (see Figure 10). It has constant positive curvature
and reproduces (after a renormalization) the Minkowski spacetime in the limit when the curvature
tends to zero.

static
patch

Figure 4: Static patch, on the Penrose diagram. This is the causal patch of an observer
sitting at the north pole, ie ✓ = 0 in global coordinates, ie r = 0 in static coordinates. The
right edge of the diagram is rstatic = 0; the bifurcate Killing horizon is rstatic = `. The other
three patches can also be covered by (independent) static coordinate systems, much like the
four regions of the Penrose diagram for Schwarzschild black holes.

with 0 < r < `. The metric is manifestly static, since it’s independent of t (and indeed

@t = 1
`
K1). The horizon is at r = `. This horizon was drawn as a dashed line in the

Penrose diagram, figure 2. The static coordinates cover only the right diamond of the

Penrose diagram, see figure 4. The cosmological horizon for an observer sitting at the

North pole is a bifurcate Killing horizon for @t, and the bifurcation sphere is SD�2 at

the middle of the Penrose diagram. This sphere is the equator of the tglobal = 0 slice in

global coordinates.

The diamond covered by static coordinates is called the causal patch, or static patch.

This the region of de Sitter accessible to a single observer, in the sense that the observer

and both send and receive signals to/from this entire region.
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1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].
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To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions
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Ā^Ā^Ā
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⇤ea, Āa = !a � i

p
⇤ea (1.4)

S =
i

2⇡

Z
d2z
⇣1

2
@�+ @̄�+ + 2e�+

⌘
� i

2⇡

Z
d2z
⇣1

2
@�� @̄�� + 2e��

⌘
(1.5)

c± = 1 + 6Q±
2, Q± = b± +

1

b±
± i =

1

b±
2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2

⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)

2

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein
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Pure Einstein gravity in 2+1-D de Sitter space:

Static patch:
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element is the most useful in cosmological applications. Recent observations are point towards the
existence of a nonzero cosmological constant and a flat space. For an empty universe (i.e. a universe
filled with a pure cosmological constant) this would correspond precisely to the above description
of the de Sitter universe.

4 Anti-de Sitter

Let us now introduce a flat five-dimensional space E(2,3) by adding a timelike direction to M4 (as
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therefore it is not a spacetime in the ordinary sense (a Lorentzian manifold with one temporal and
three spatial dimensions). However, the hypersurface with equation
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4 = R2}, (10)

is a spacetime: this is the anti-de Sitter universe (see Figure 10). It has constant positive curvature
and reproduces (after a renormalization) the Minkowski spacetime in the limit when the curvature
tends to zero.
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Figure 4: Static patch, on the Penrose diagram. This is the causal patch of an observer
sitting at the north pole, ie ✓ = 0 in global coordinates, ie r = 0 in static coordinates. The
right edge of the diagram is rstatic = 0; the bifurcate Killing horizon is rstatic = `. The other
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Ā^dĀ +

2

3
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⇤ea, Āa = !a � i

p
⇤ea (1.4)

S =
i

2⇡

Z
d2z
⇣1

2
@�+ @̄�+ + 2e�+

⌘
� i

2⇡

Z
d2z
⇣1

2
@�� @̄�� + 2e��

⌘
(1.5)

c± = 1 + 6Q±
2, Q± = b± +

1

b±
± i =

1

b±
2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2

⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)

2

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein
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Schwarzschild de Sitter thermodynamics:

From the exercise and the discussion in the previous section we conclude
that the temperature associated with the Schwarzschild-de Sitter solution is

TSdS =

√
1 − 8GE

2π
. (67)

Using the formula
dSSdS

dE
=

1

TSdS
, (68)

and writing the result in terms of the area AH of the de Sitter horizon at
rH =

√
1 − 8GE which is given by

√
1 − 8GE =

AH

2π
, (69)

one finds that the entropy is equal to

SSdS = −AH

4G
. (70)

This differs by a minus sign from the famous formula (1)! What did we do
wrong? Gibbons and Hawking suggested that to get the de Sitter entropy we
should use not (68) but instead

dSSdS

d(−EdS)
=

1

TSdS
. (71)

This looks funny but in fact there is a very good reason for using this new
formula.

The de Sitter entropy, although we don’t know exactly how to think about it,
is supposed to correspond to the entropy of the stuff behind the horizon which
we can’t observe. Now in general relativity the expression for the energy on a
surface is the integral of a total derivative, which reduces to a surface integral on
the boundary of the surface, and hence vanishes on any closed surface. Consider
a closed surface in de Sitter space such as the one shown in figure 8. If we put
something with positive energy on the south pole, then necessarily there will be
some negative energy on the north pole.

This can be seen quite explicitly in the Schwarzschild-de Sitter solution.
With no black hole, the spacelike slice in figure 8 is an S2, but we saw in one of
the exercises that in the SdS3 solution there is a positive deficit angle at both
the north and south poles. If we ascribe positive energy to the positive deficit
angle at the south pole, then because the Killing vector ∂/∂t used to define the
energy changes direction across the horizon, we are forced to ascribe negative
energy to the positive deficit angle at the north pole.

Therefore the northern singularity of Schwarzschild-de Sitter behind the
horizon actually carries negative energy. In (68) we varied with respect to the
energy at the south pole, and ended up with the wrong sign in (70), but if we
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Figure 8: The energy associated to the Killing vector ∂/∂t (indicated by the
arrows) along the spacelike slice t = 0 (solid line) must vanish. If we ascribe
positive energy to a positive deficit angle at the south pole, then we must ascribe
negative energy to a positive deficit angle at the south pole since the Killing
vector ∂/∂t runs in the opposite direction behind the horizon.

more sensibly vary with respect to the energy at the north pole, then we should
use the formula (71). Then we arrive at the entropy for Schwarzschild-de Sitter

SSdS =
AH

4G
=

π

2G

√
1 − 8GE. (72)

The integration constant has been chosen so that the entropy vanishes for the
maximal energy E = 1

8G at which value the deficit angle is 2π and the space
has closed up.

In conclusion we see that the area-entropy law (1) indeed applies to three
dimensional Schwarzschild-de Sitter.

4 Quantum Gravity in De Sitter Space

So far we have discussed well established and understood results about classical
de Sitter space and quantum field theory in a fixed de Sitter background. Now
we turn to the more challenging problem of quantum gravity in de Sitter space,
about which little is established or understood.

In this section we will give a pedagogical discussion of several aspects of
some recent efforts in this direction [27] (some similar ideas appeared in [7, 11,
14, 26, 47, 48]). We will argue that quantum gravity in dS3 can be described by
a two dimensional conformal field theory, in the sense that correlation functions
of an operator φ inserted at points xi on I− or I+ are generated by a two
dimensional Euclidean CFT:

〈φ(x1) · · ·φ(xi)〉dS3
↔ 〈Oφ(x1) · · · Oφ(xi)〉S2 , (73)

where Oφ is an operator in the CFT associated to the field φ. Equation (73)
expresses the dS/CFT correspondence. The tool which will allow us to reach this
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From the exercise and the discussion in the previous section we conclude
that the temperature associated with the Schwarzschild-de Sitter solution is

TSdS =

√
1 − 8GE

2π
. (67)

Using the formula
dSSdS

dE
=

1

TSdS
, (68)

and writing the result in terms of the area AH of the de Sitter horizon at
rH =

√
1 − 8GE which is given by

√
1 − 8GE =

AH

2π
, (69)

one finds that the entropy is equal to

SSdS = −AH

4G
. (70)

This differs by a minus sign from the famous formula (1)! What did we do
wrong? Gibbons and Hawking suggested that to get the de Sitter entropy we
should use not (68) but instead

dSSdS

d(−EdS)
=

1

TSdS
. (71)

This looks funny but in fact there is a very good reason for using this new
formula.

The de Sitter entropy, although we don’t know exactly how to think about it,
is supposed to correspond to the entropy of the stuff behind the horizon which
we can’t observe. Now in general relativity the expression for the energy on a
surface is the integral of a total derivative, which reduces to a surface integral on
the boundary of the surface, and hence vanishes on any closed surface. Consider
a closed surface in de Sitter space such as the one shown in figure 8. If we put
something with positive energy on the south pole, then necessarily there will be
some negative energy on the north pole.

This can be seen quite explicitly in the Schwarzschild-de Sitter solution.
With no black hole, the spacelike slice in figure 8 is an S2, but we saw in one of
the exercises that in the SdS3 solution there is a positive deficit angle at both
the north and south poles. If we ascribe positive energy to the positive deficit
angle at the south pole, then because the Killing vector ∂/∂t used to define the
energy changes direction across the horizon, we are forced to ascribe negative
energy to the positive deficit angle at the north pole.

Therefore the northern singularity of Schwarzschild-de Sitter behind the
horizon actually carries negative energy. In (68) we varied with respect to the
energy at the south pole, and ended up with the wrong sign in (70), but if we
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are places where the timelike Killing vector ∂/∂t becomes null), one of which
is the black hole horizon and the other of which is the de Sitter horizon. Note
that the two horizons approach each other as m is increased, so that there is a
maximum size black hole which can fit inside de Sitter space before the black
hole horizon hits the de Sitter horizon.

One reason to introduce SdS is that it plays an important role in the work
of Gibbons and Hawking [3] determining the entropy of pure de Sitter space,
which will be reviewed in subsection 3.3. For this purpose it will be convenient
to focus on the three dimensional Schwarzschild-de Sitter solution [49]

ds2 = −(1 − 8GE − r2)dt2 +
dr2

(1 − 8GE − r2)
+ r2dφ2, (28)

where we have normalized the energy E of the Schwarzschild black hole appro-
priately for three dimensions. In three dimensions there is only one horizon, at
rH =

√
1 − 8GE, and as E goes to zero this reduces to the usual horizon in

empty de Sitter space. The fact that there is only a de Sitter horizon and not a
black hole horizon is not surprising in light of the fact that in three dimensional
flat space there are no black holes.

We can learn a little more about the solution (28) by looking near r = 0,
where ds2 behaves like

ds2 ∼ −r2
Hdt2 +

dr2

r2
H

+ r2dφ2. (29)

Now we can rescale the coordinates by defining

t′ = rH t, r′ = r/rH , φ′ = rHφ. (30)

In the rescaled coordinates the metric (29) is simply

ds2 = −dt′2 + dr′2 + r′2dφ′2. (31)

This looks like flat space, but it is not quite flat space because while φ was
identified modulo 2π, φ′ is identified modulo 2πrH . Therefore there is a conical
singularity with a positive deficit angle at the origin.

You may be familiar with the fact that if you put a point-like mass in flat
three dimensional Minkowski space you would also get a conical deficit angle
at the location of the particle. Hence we recognize (28) as a point-like mass,
rather than a black hole, at the south pole of dS3. If the solution is maximally
extended one finds there is also point-like mass of the same size at the north
pole [49].

Exercise 2. Show that SdS3 is a global identification of dS3.

2.3 Geodesics

Our last topic in the classical geometry of de Sitter space is geodesics. It is
clear that if we take two points on the sphere Sn of radius R, then there is only

10
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SYK model  = 1D many body QM with maximal chaos

3.1 Definition
The SYK model is defined as having a Hamiltonian

H =
X

ijk`

Jijk` 
i j k `, (18)

where Jijk` are drawn from a normal distribution. The operators obey the anticommutation
relations

{ i, j} = �ij. (19)

3.2 Initial Calculations

3.3 Large N Limit

3.4 Supersymmetry
The discussion of the supersymmetric models comes from reference [1]. In the supersym-

metric generalization, the Hamiltonian is written in terms of the supercharge

Q = i
X

i<j<k

Cijk 
i j k, (20)

where Cijk are now drawn from a Gaussian with mean 0 and variance 2J/N2. Because the
 operators are antisymmetric, the other components of C may be chosen so that C is also
antisymmetric. In this case

Q =
i

6

X

ijk

Cijk 
i j k, (21)

with the indices no longer necessarily ordered.
The Hamiltonian is defined as

H = Q2 = �
X

i<j<k

Cijk 
i j k

X

`<m<n

C`mn 
` m n. (22)

For those terms where (i, j, k) = (`, m, n), the sum becomes

X

i<j<k

C2
ijk 

i j k i j k =
1

8

X

i<j<k

C2
ijk (23)

Eventually5 the Hamiltonian becomes

H = E0 +
X

i<j<k<`

Jijk` 
i j kk `, (24)

5I’m not able to derive this. What am I missing?

4

random couplings
N majorana variables

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions

S =
i

4⇡

Z
Tr
�
A^dA +

2

3
A^A^A

�
� i

4⇡

Z
Tr
�
Ā^dĀ +

2

3
Ā^Ā^Ā

�
(1.3)

 =

p
⇤

4G
, Aa = !a + i
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⇤ea (1.4)
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(1.6)
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⇣
�2 � 1
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⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK
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(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)
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Ā^dĀ +
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X
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where the disorder average over couplings j is described by
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i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.24)
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E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.25)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.26)

G(⌧1, ⌧2) =
1

N

X

i

 i(⌧1) i(⌧2) (1.27)

Se↵ = �N
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d⌧1d⌧2 eh(⌧1,⌧2)
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J 2
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i
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Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.31)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.32)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.33)
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Double scaled SYK model has also been exactly solved:

N -> o
p -> o

o
o P2/N = l = fixed

One can make the dictionary with the Schwarzian variables precise in the �! 0 limit

k ! ⇡ � ✓

�
C ! 1

2
��3/2. (2.10)

In this limit, we recover the usual diagrammatic rules of the Schwarzian and a precise match with

the correlators of the theory. The ✓ parameter also maps to the opening angles of the ‘pinched

circles’ in the geometric picture of [3] in this limit.

The solvability of the double-scaled limit hence makes it possible to exactly study properties

of the SYK model that are sensitive to this particular UV completion of the Schwarzian theory.

2.1 Collective mean field theory

In this section, we review the derivation of the diagrammatic structure of the chord diagrams from

perturbation theory on the Liouville type e↵ective action discussed in talks by Douglas Stanford.

We make some minor changes to make his notation consistent with [1].

As explained in [9] one can reformulate this theory and go from a path integral over  and j to

a mean field formulation with fundamental fields G(⌧1, ⌧2) and ⌃(⌧1, ⌧2). The former is identified

with

G(⌧1, ⌧2) ⌘
1

N

X

i

h i(⌧1) i(⌧2)i, (2.11)

and the latter with the self-energy. Fermion correlators can then be replaced by correlators of this

bilocal mean field G(⌧1, ⌧2), integrated over with a semiclassical action [14]
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Analyzing the saddle point equations associated to this action one can find that in the strong cou-

pling limit of large �J the two-point function becomes G(⌧1, ⌧2) ⇠ |⌧12|�2� with scaling dimension

� = 1/q. We will focus now on the large q limit. This means we can approximate the bilocal field

in the following way up to 1/q corrections

G(⌧1, ⌧2) =
sgn(⌧12)

2
e��g(⌧1,⌧2) =

sgn(⌧12)

2

✓
1 +

1

q
g(⌧1, ⌧2)

◆
, (2.13)

and study the dynamics of g(⌧1, ⌧2). Noting that the ⌃ is O
⇣

1
q

⌘
, we can expand the action to

O
⇣

1
q2

⌘
and integrate out ⌃ to obtain an e↵ective action for g. This was done in [14, 16, 51] giving

Se↵ =
N

8p2

Z
d⌧1d⌧2

⇥
@⌧1g@⌧2g � 4J 2 exp g(⌧1, ⌧2)

⇤
. (2.14)

It was also noted that this is precisely the Liouville action for g(⌧1, ⌧2). This bilocal action from

the point of view of the original quantum mechanical system becomes local in the two dimensional

kinematic space (⌧1, ⌧2). These two parameters behave like null coordinates in the 2d space (x0, x1)
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Dynamical mean field theory reduces to 2D Liouville theory

with complex central charge!
g = 0

0

L

L

⌧1

⌧2

⌧1 + ⌧2

⌧1 � ⌧2

Figure 1: The q-deformed theory from a two-dimensional Liouville perspective with peri-
odic identification in the null directions and vanishing boundary condition at ⌧1 = ⌧2. Addi-
tionally, ⌧1 = ⌧2 is a line of reflection symmetry for the Liouville field g.

As explained in [7], there exists an alternative description of the SYK model going from
a path integral over  and disorder average to a mean field formulation with bilocal funda-
mental fields G(⌧1, ⌧2) and ⌃(⌧1, ⌧2). The former is identified with

G(⌧1, ⌧2) ⌘ 1
N

X

i

h i(⌧1) i(⌧2)i, (3.1)

and the latter with the self-energy. Fermion correlators can then be replaced by correlators
of this bilocal mean field G(⌧1, ⌧2). The resulting theory is described by the large N e↵ective
action [8]

� S E/N =
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2

Tr log (@⌧ � ⌃) � 1
2

Z
d⌧1d⌧2

"
⌃(⌧1, ⌧2)G(⌧1, ⌧2) � J

2

p2
(2G(⌧1, ⌧2))p

#
. (3.2)

Analyzing the saddle point equations associated to this action, one finds that in the strong
coupling limit of large LJ the two-point function takes the form G(⌧1, ⌧2) ⇠ sgn(⌧12)|⌧12|�2�

with scaling dimension � = 1/p. In the UV regime, on the other hand G(⌧1, ⌧2) = sgn(⌧12)
2

takes the free field form. We will focus now on the large p limit. This means that we can
approximate the bilocal field in the following way up to 1/p2 corrections

G(⌧1, ⌧2) =
sgn(⌧12)

2
e��g(⌧1,⌧2) =

sgn(⌧12)
2

 
1 +

1
p

g(⌧1, ⌧2)
!
, (3.3)
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1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions

S =
i

4⇡

Z
Tr
�
A^dA +

2

3
A^A^A

�
� i

4⇡

Z
Tr
�
Ā^dĀ +

2

3
Ā^Ā^Ā

�
(1.3)

 =

p
⇤

4G
, Aa = !a + i

p
⇤ea, Āa = !a � i

p
⇤ea (1.4)

S =
i

2⇡

Z
d2z
⇣1

2
@�+ @̄�+ + 2e�+

⌘
� i

2⇡

Z
d2z
⇣1

2
@�� @̄�� + 2e��

⌘
(1.5)

c± = 1 + 6Q±
2, Q± = b± +

1

b±
± i =

1

b±
2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2

⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)

2

Double scaled SYK model has also been exactly solved:

N -> o
p -> o

o
o P2/N = l = fixed

One can make the dictionary with the Schwarzian variables precise in the �! 0 limit

k ! ⇡ � ✓

�
C ! 1

2
��3/2. (2.10)

In this limit, we recover the usual diagrammatic rules of the Schwarzian and a precise match with

the correlators of the theory. The ✓ parameter also maps to the opening angles of the ‘pinched

circles’ in the geometric picture of [3] in this limit.

The solvability of the double-scaled limit hence makes it possible to exactly study properties

of the SYK model that are sensitive to this particular UV completion of the Schwarzian theory.

2.1 Collective mean field theory

In this section, we review the derivation of the diagrammatic structure of the chord diagrams from

perturbation theory on the Liouville type e↵ective action discussed in talks by Douglas Stanford.

We make some minor changes to make his notation consistent with [1].

As explained in [9] one can reformulate this theory and go from a path integral over  and j to

a mean field formulation with fundamental fields G(⌧1, ⌧2) and ⌃(⌧1, ⌧2). The former is identified

with

G(⌧1, ⌧2) ⌘
1

N

X

i

h i(⌧1) i(⌧2)i, (2.11)

and the latter with the self-energy. Fermion correlators can then be replaced by correlators of this

bilocal mean field G(⌧1, ⌧2), integrated over with a semiclassical action [14]

� SE/N =
1

2
Tr log (@⌧ � ⌃) � 1

2

Z
d⌧1d⌧2


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

q2
G(⌧1, ⌧2)

q

�
. (2.12)

Analyzing the saddle point equations associated to this action one can find that in the strong cou-

pling limit of large �J the two-point function becomes G(⌧1, ⌧2) ⇠ |⌧12|�2� with scaling dimension

� = 1/q. We will focus now on the large q limit. This means we can approximate the bilocal field

in the following way up to 1/q corrections

G(⌧1, ⌧2) =
sgn(⌧12)

2
e��g(⌧1,⌧2) =

sgn(⌧12)

2

✓
1 +

1

q
g(⌧1, ⌧2)

◆
, (2.13)

and study the dynamics of g(⌧1, ⌧2). Noting that the ⌃ is O
⇣

1
q

⌘
, we can expand the action to

O
⇣

1
q2

⌘
and integrate out ⌃ to obtain an e↵ective action for g. This was done in [14, 16, 51] giving

Se↵ =
N

8p2

Z
d⌧1d⌧2

⇥
@⌧1g@⌧2g � 4J 2 exp g(⌧1, ⌧2)

⇤
. (2.14)

It was also noted that this is precisely the Liouville action for g(⌧1, ⌧2). This bilocal action from

the point of view of the original quantum mechanical system becomes local in the two dimensional

kinematic space (⌧1, ⌧2). These two parameters behave like null coordinates in the 2d space (x0, x1)
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S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.22)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.23)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.24)

D
Ji1...ip(⌧1)Ji1...ip(⌧2)

E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.25)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.26)

G(⌧1, ⌧2) =
1

N

X

i

 i(⌧1) i(⌧2) (1.27)

Se↵ = �N

2
Tr log (@⌧ � eh⌃) +

N

2

Z
d⌧1d⌧2 eh(⌧1,⌧2)


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

p2
G(⌧1, ⌧2)

p

�
. (1.28)

G(⌧1, ⌧2) = e
1
p

g(⌧1,⌧2)
(1.29)

Se↵ [g, h] =
N

8p2

Z
d2⌧

h
@⌧1g(⌧)@⌧2g(⌧) � g(⌧)Rh(⌧) + J 2eg(⌧)+h(⌧) � 2⇤ eh(⌧)

i
, (1.30)

Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.31)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.32)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.33)
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J 2
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p
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d2⌧
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, (1.30)
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N

8p2

Z
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The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.33)
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Dynamical mean field theory reduces to 2D Liouville theory

1.1 Overview of results

We will study the correlation functions of the following bi-local operators

O`(⌧1, ⌧2) ⌘
 p

f 0(⌧1)f 0(⌧2)
�
⇡

sin ⇡
�
[f(⌧1) � f(⌧2)]

!2`

. (1.12)

We can think of this expression as the two-point function O`(⌧1, ⌧2) = hO(⌧1)O(⌧2)iCFT of

some 1D ‘matter CFT’ at finite temperature coupled to the Schwarzian theory, or equiv-

alently, as the boundary-to-boundary propagator of a bulk matter field coupled to the 2D

dilaton-gravity theory in a classical black hole background.

The bi-local operator (1.12) is invariant under the SL(2, R) transformations (1.4). This

in particular implies that O` commutes with the Hamiltonian H of the Schwarzian theory

[H, O`(⌧1, ⌧2)] = 0. (1.13)

So the bi-local operators are diagonal between energy eigenstates. We will see that the time-

ordered correlation functions of O`(⌧1, ⌧2) indeed only depend on the time-di↵erence ⌧2� ⌧1.
Below we will give the explicit formulas for the correlation function with one and two

insertions of the bi-local operator O`. We will call these the two-point and four-point func-

tions, since they depend on two and four di↵erent times ⌧i, respectively. In the holographic

dual theory they correspond to the AdS2 gravity amplitude with one and two boundary-to-

boundary propagators. Our eventual interest is to compute the out-of-time ordered (OTO)

four point function, which exhibits maximal Lyapunov behavior and contains the gravita-

tional scattering amplitudes of the bulk theory as an identifiable subfactor.

Two-point function

The two-point function at finite temperature is defined by the functional integral with

a single insertion of the bi-local operator

⌦
O`(⌧1, ⌧2)

↵
=

1

Z

Z
Df e�S[f ] O`(⌧1, ⌧2) = ⌧2 ⌧1

` (1.14)

Here we introduced a diagrammatic notation that will be useful below.

The two-point function of the Schwarzian theory at zero temperature was obtained in

[21]. As we will show in section 4, the generalization of their result to finite temperature is

given by a double integral over intermediate SL(2, R) representation labels k1 and k2

⌦
O`(⌧1, ⌧2)

↵
=

Z 2Y

i=1

dµ(ki) A2(ki, `, ⌧i). (1.15)

4

Two-point function

We will call the integrand the ‘momentum space amplitude’. In section 4 we will obtain the

following explicit formula for A2(ki, `, ⌧i)

A2(ki, `, ⌧i) = e�(⌧2�⌧1)k2
1�(��⌧2+⌧1)k2

2
�(`± ik1 ± ik2)

�(2`)
, (1.16)

where �(x ± y ± z) is short-hand for the product of four gamma functions with all four

choices of signs. In the following sections, we will derive the above result from the relation

between the Schwarzian theory and 2D Virasoro CFT, by taking a suitable large c limit

of known results in the latter. We will also perform a number of non-trivial checks on the

result. In particular, it reduces to the zero-temperature result of [21] in the limit � ! 1.

Propagators and vertices

From the above expression for the two-point function, we can extract the following com-

binatoric algorithm, analogous to the Feynman rules, for computing time-ordered correlation

functions of bi-local operators in the Schwarzian theory. We remark that these rules are still

non-perturbative in the Schwarzian theory and merely represent a convenient packaging of

the exact amplitudes.

We represent the momentum space amplitude A2(ki, `, ⌧i) diagrammatically as

A2(ki, `, ⌧i) =

k1

⌧2 ⌧1

k2

` (1.17)

The thermal circle factorizes into two propagators, one with ‘momentum’ k1 and one with

‘momentum’ k2. The Feynman rule for the propagator and vertices read

⌧1⌧2

k

= e� k2 (⌧2�⌧1) ,

k2

k1

` = �`(k1, k2) . (1.18)

The propagator with momentum k represents the phase factor between ⌧1 and ⌧2 of an

energy eigenstate with energy E = k2. Each vertex corresponds to a factor

�`(k1, k2) =

s
�(`± ik1 ± ik2)

�(2`)
. (1.19)
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alently, as the boundary-to-boundary propagator of a bulk matter field coupled to the 2D
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in particular implies that O` commutes with the Hamiltonian H of the Schwarzian theory

[H, O`(⌧1, ⌧2)] = 0. (1.13)

So the bi-local operators are diagonal between energy eigenstates. We will see that the time-

ordered correlation functions of O`(⌧1, ⌧2) indeed only depend on the time-di↵erence ⌧2� ⌧1.
Below we will give the explicit formulas for the correlation function with one and two

insertions of the bi-local operator O`. We will call these the two-point and four-point func-

tions, since they depend on two and four di↵erent times ⌧i, respectively. In the holographic

dual theory they correspond to the AdS2 gravity amplitude with one and two boundary-to-

boundary propagators. Our eventual interest is to compute the out-of-time ordered (OTO)

four point function, which exhibits maximal Lyapunov behavior and contains the gravita-

tional scattering amplitudes of the bulk theory as an identifiable subfactor.

Two-point function

The two-point function at finite temperature is defined by the functional integral with

a single insertion of the bi-local operator

⌦
O`(⌧1, ⌧2)

↵
=

1

Z

Z
Df e�S[f ] O`(⌧1, ⌧2) = ⌧2 ⌧1

` (1.14)

Here we introduced a diagrammatic notation that will be useful below.

The two-point function of the Schwarzian theory at zero temperature was obtained in

[21]. As we will show in section 4, the generalization of their result to finite temperature is

given by a double integral over intermediate SL(2, R) representation labels k1 and k2

⌦
O`(⌧1, ⌧2)

↵
=

Z 2Y

i=1

dµ(ki) A2(ki, `, ⌧i). (1.15)

4

t

This vertex factor represents the matrix element of each endpoint of the bi-local operator

between the corresponding two energy eigenstates.

Time ordered 4-point function

The time-ordered 4-point function comes in di↵erent types, depending on the ordering

of the four di↵erent times. The simplest ordering is

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
=

⌧3

⌧2

⌧4

⌧1`1

`2

(1.20)

where we assume that the four times are cyclically ordered via ⌧1 < ⌧2 < ⌧3 < ⌧4. This

ordering ensures that the legs of the two bi-local operators do not cross each other. This

time-ordered 4-point function is given by a triple integral over intermediate momenta

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
=

Z 3Y

i=1

dµ(ki) A4

�
ki, `i, ⌧i

�
. (1.21)

The momentum amplitude is represented by the diagram

A4

�
ki, `i, ⌧i

�
= ksks

`1

`2

k1

k4

(1.22)

Here we took into account the aforementioned result (1.13) that the bi-local operators com-

mute with the Hamiltonian, so that the same energy eigenstate (labeled by the momentum

variable ks) appears on both sides of each bi-local operator.

Applying the Feynman rules formulated above, we find that the momentum amplitude

of the time-ordered four point function reads

A4

�
ki, `i, ⌧i

�
= e�k2

1(⌧2�⌧1)�k2
4(⌧4�⌧3)�k2

s(��⌧2+⌧3�⌧4+⌧1) �`1(k1, ks)
2�`2(ks, k4)

2. (1.23)

In section 4, we will explicitly compute the four-point function from the relationship between

the Schwarzian and 2D CFT and confirm that this is indeed the correct result.1

1Note that the amplitude (1.23) factorizes into a product of two 2-point amplitudes

A4

�
ki, `i, ⌧i

�
= e�k2

s A2

�
k1, ks, `1, ⌧21

�
A2

�
k4, ks, `2, ⌧43

�
(1.24)

and thus indeed only depends on the two time di↵erences ⌧21 = ⌧2 � ⌧1 and ⌧43 = ⌧4 � ⌧3, as dictated by

equation (1.13).
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Applying the Feynman rules formulated above, we find that the momentum amplitude

of the time-ordered four point function reads
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In section 4, we will explicitly compute the four-point function from the relationship between

the Schwarzian and 2D CFT and confirm that this is indeed the correct result.1

1Note that the amplitude (1.23) factorizes into a product of two 2-point amplitudes

A4
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ki, `i, ⌧i

�
= e�k2

s A2

�
k1, ks, `1, ⌧21

�
A2

�
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�
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and thus indeed only depends on the two time di↵erences ⌧21 = ⌧2 � ⌧1 and ⌧43 = ⌧4 � ⌧3, as dictated by

equation (1.13).
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OTO 4-point function

Finally we will turn to our main interest, the out-of-time-ordered 4-point function [2].

We will diagrammatically represent the OTO 4-point function as

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
OTO

=

⌧2

⌧3

`2 `1

⌧4

⌧1

(1.25)

where in spite of their new geometric ordering along the circle, we in fact assume that the

four time instances continue to be ordered according to ⌧1 < ⌧2 < ⌧3 < ⌧4. Operationally, we

define the OTO correlation function via analytic continuation starting from the time ordered

correlation function with the ordering ⌧1 < ⌧3 < ⌧2 < ⌧4 as indicated by the above diagram.

Since for this configuration, the legs of the bi-local operators do in fact cross, the resulting

time ordered 4-point function di↵ers from the analytic continuation of the uncrossed 4-point

function (1.23).

In section 5, we will show that the OTO correlation function can be expressed as an

integral over four momentum variables

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
OTO

=

Z 4Y

i=1

dµ(ki) AOTO
4

�
ki, `i, ⌧i

�
, (1.26)

where the momentum space amplitude is represented by the following diagram (to avoid

clutter, we again suppressed the times ⌧i labeling the end points of the bi-local operators)

AOTO
4

�
ki, `i, ⌧i

�
= kskt

`2 `1

k1

k4

(1.27)

Note that we now have four di↵erent momentum variables ki. The correlation function will

indeed depend on all four time di↵erences ⌧i+1 � ⌧i.

The final answer for the momentum amplitude of the OTO 4-point function reads

AOTO
4

�
ki, `i, ⌧i

�
= e�k2

1(⌧2�⌧1)�k2
t (⌧3�⌧2)�k2

4(⌧4�⌧3)�k2
s(��⌧4+⌧1) (1.28)

⇥ �`1(k1, ks)�`2(ks, k4)�`1(k1, kt)�`2(kt, k4) ⇥ Rkskt

⇥
k4
k1

`2
`1

⇤
.
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where the momentum space amplitude is represented by the following diagram (to avoid
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2+1 de Sitter gravity can be reformulated as an SL(2,C) CS theory

SE = iκ
∫

(AdA + 2
3A2)− iκ

∫
(ĀdĀ + 2

3 Ā3)

A = e + ω Ā = e − ω

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions

S =
i

4⇡

Z
Tr
�
A^dA +

2

3
A^A^A

�
� i

4⇡

Z
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�
Ā^dĀ +
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3
Ā^Ā^Ā

�
(1.3)
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⇤
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⇤ea, Āa = !a � i
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⇤ea (1.4)
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(1.5)

c± = 1 + 6Q±
2, Q± = b± +
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± i =
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b±
2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2
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(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)
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Ā^Ā^Ā
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Ā^dĀ +

2

3
Ā^Ā^Ā
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Figure 1: The q-deformed theory from a two-dimensional Liouville perspective with peri-
odic identification in the null directions and vanishing boundary condition at ⌧1 = ⌧2. Addi-
tionally, ⌧1 = ⌧2 is a line of reflection symmetry for the Liouville field g.

As explained in [7], there exists an alternative description of the SYK model going from
a path integral over  and disorder average to a mean field formulation with bilocal funda-
mental fields G(⌧1, ⌧2) and ⌃(⌧1, ⌧2). The former is identified with

G(⌧1, ⌧2) ⌘ 1
N

X

i

h i(⌧1) i(⌧2)i, (3.1)

and the latter with the self-energy. Fermion correlators can then be replaced by correlators
of this bilocal mean field G(⌧1, ⌧2). The resulting theory is described by the large N e↵ective
action [8]

� S E/N =
1
2

Tr log (@⌧ � ⌃) � 1
2

Z
d⌧1d⌧2

"
⌃(⌧1, ⌧2)G(⌧1, ⌧2) � J

2

p2
(2G(⌧1, ⌧2))p

#
. (3.2)

Analyzing the saddle point equations associated to this action, one finds that in the strong
coupling limit of large LJ the two-point function takes the form G(⌧1, ⌧2) ⇠ sgn(⌧12)|⌧12|�2�

with scaling dimension � = 1/p. In the UV regime, on the other hand G(⌧1, ⌧2) = sgn(⌧12)
2

takes the free field form. We will focus now on the large p limit. This means that we can
approximate the bilocal field in the following way up to 1/p2 corrections

G(⌧1, ⌧2) =
sgn(⌧12)

2
e��g(⌧1,⌧2) =

sgn(⌧12)
2

 
1 +

1
p

g(⌧1, ⌧2)
!
, (3.3)

– 5 –

Z =
∫

dµB e−βµB 〈FZZT(µB)|e
πi
2 (L0+L̄0− c

12 )|C〉

=
∫

dµB e−βµB ϑ1(2θ, q)2 µB = µ cos θ
q = e−πβ2

Al.B.Zamolodchikov showed that for complex Liouville CFT

〈θ1|V`|θ2〉DOZZ =
1

ϑ`(±θ1 ± θ2, q)
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Coupling the SYK model to gravity V2:

Coupled system of two identical SYK models with equal energy constraint:

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.22)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.23)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.24)

D
Ji1...ip(⌧1)Ji1...ip(⌧2)

E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.25)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.26)

G(⌧1, ⌧2) =
1

N

X

i

 i(⌧1) i(⌧2) (1.27)

Se↵ = �N

2
Tr log (@⌧ � eh⌃) +

N

2

Z
d⌧1d⌧2 eh(⌧1,⌧2)


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

p2
G(⌧1, ⌧2)

p

�
. (1.28)

G(⌧1, ⌧2) = e
1
p

g(⌧1,⌧2)
(1.29)

Se↵ [g, h] =
N

8p2

Z
d2⌧

h
@⌧1g(⌧)@⌧2g(⌧) � g(⌧)Rh(⌧) + J 2eg(⌧)+h(⌧) � 2⇤ eh(⌧)

i
, (1.30)

Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.31)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.32)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� H± = ip/2
X

i1...ip

Ji1...ip 
±
i1

. . . ±
ip

(1.33)

4

Hphys

��phys
↵
2 H+ ⌦ H�

(H+ � H�)
��phys

↵
= 0 . (1.34)

��phys
↵

=
X

n

↵n

��En

↵
,

��En

↵
=
��En

↵
+

��En

↵
�. (1.35)

[Ophys, H] = 0 , [Ophys, H+] = [Ophys, H�] (1.36)

⌦
E1

��V phys
`

��E2

↵
=

+

⌦
E1

��V +
`

��E2

↵
+ �

⌦
E1

��V �
`

��E2

↵
� (1.37)

1± =

Z
ds ⇢(s) |si±hs|. (1.38)

C(`, s1, s2) =
+

⌦
s1

��V +
`

��s2

↵
+

= �

⌦
s1

��V �
`

��s2

↵
� (1.39)

S[F+, F�, ev] =

Z
dv

ev

�
Sch(F+, v) � Sch(F�, v)

�
+ �2

Z
dv ev (1.40)

S[F+, F�] = �

Z
dv
q

Sch(F+, v)�Sch(F�, v)

(1.41)

= �

Z
dF⌥

q
Sch(F±, F⌥)

(F 0
�)2Sch(F+, F�) = Sch(F+, v) � Sch(F�, v) (1.42)

5

Hphys

��phys
↵
2 H+ ⌦ H�

(H+ � H�)
��phys

↵
= 0 . (1.34)

��phys
↵

=
X

n

↵n

��En

↵
,

��En

↵
=
��En

↵
+

��En

↵
�. (1.35)

[Ophys, H] = 0 , [Ophys, H+] = [Ophys, H�] (1.36)

⌦
E1

��V phys
`

��E2

↵
=

+

⌦
E1

��V +
`

��E2

↵
+ �

⌦
E1

��V �
`

��E2

↵
� (1.37)

1± =

Z
ds ⇢(s) |si±hs|. (1.38)

C(`, s1, s2) =
+

⌦
s1

��V +
`

��s2

↵
+

= �

⌦
s1

��V �
`

��s2

↵
� (1.39)

S[F+, F�, ev] =

Z
dv

ev

�
Sch(F+, v) � Sch(F�, v)

�
+ �2

Z
dv ev (1.40)

S[F+, F�] = �

Z
dv
q

Sch(F+, v)�Sch(F�, v)

(1.41)

= �

Z
dF⌥

q
Sch(F±, F⌥)

(F 0
�)2Sch(F+, F�) = Sch(F+, v) � Sch(F�, v) (1.42)

5

Hphys

��phys
↵
2 H+ ⌦ H�

(H+ � H�)
��phys

↵
= 0 . (1.34)

��phys
↵

=
X

n

↵n

��En

↵
,

��En

↵
=
��En

↵
+

��En

↵
�. (1.35)

[Ophys, H] = 0 , [Ophys, H+] = [Ophys, H�] (1.36)

⌦
E1

��V phys
`

��E2

↵
=

+

⌦
E1

��V +
`

��E2

↵
+ �

⌦
E1

��V �
`

��E2

↵
� (1.37)

1± =

Z
ds ⇢(s) |si±hs|. (1.38)

C(`, s1, s2) =
+

⌦
s1

��V +
`

��s2

↵
+

= �

⌦
s1

��V �
`

��s2

↵
� (1.39)

S[F+, F�, ev] =

Z
dv

ev

�
Sch(F+, v) � Sch(F�, v)

�
+ �2

Z
dv ev (1.40)

S[F+, F�] = �

Z
dv
q

Sch(F+, v)�Sch(F�, v)

(1.41)

= �

Z
dF⌥

q
Sch(F±, F⌥)

(F 0
�)2Sch(F+, F�) = Sch(F+, v) � Sch(F�, v) (1.42)

5
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Many open questions

• So far topological: how to introduce distance scale? 
• SYK derivation of the non-perturbative terms?
• Go beyond double scaling limit => discrete spectrum

• What does de Sitter entropy represent?
• Do the usual rules of thermodynamics apply?
• What role does quantum chaos play in dS?
• What are good observables?
• … 2 4 6 8

0.2

0.4

0.6

0.8

1.0

Can we compute quasi-normal mode frequencies?
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Comparing with the diagram (1.27), we recognize the same propagators and vertex fac-

tors as before. However, the momentum amplitude now also contains an additional factor

Rkskt

⇥
k4
k1

`2
`1

⇤
, which takes into account the e↵ect of the two crossing legs in the diagram

(1.27). From the holographic dual perspective, it represents the scattering amplitude of

particles in the AdS2 black hole background [1, 44]. Computing this crossing kernel is one

of the main goals of this paper. We will describe this computation in section 5.

The crossing kernel

The crossing kernel enters as a new entry in the Feynman rules for the Schwarzian correlation

function. It relates the crossed diagram to the uncrossed diagram via

kskt
`2 `1

k1

k4

= Rkskt

⇥
k4
k1

`2
`1

⇤
kskt

`1

`2

k1

k4

(1.29)

where the diagram on the right-hand side is evaluated according to the Feynman rules given

in equation (1.18). An alternative name for the crossing kernel is the R-matrix. The matrix

Rkskt in fact depends on six numbers, k1, k4, ks, kt, `1 and `2, that all label the spin of a

corresponding sextuplet of representations of SL(2, R). It satisfies the unitarity property

Z
dµ(k) RkskR

†
kkt

=
1

⇢(ks)
�(ks � kt), ⇢(k) = 2k sinh(2⇡k). (1.30)

The explicit form of the R-matrix can be found in several di↵erent ways. The most

convenient method uses the relation between the Schwarzian QM and 2D CFT. In section

5 we will compute Rkskt by taking a large c limit of the CFT R-matrix that expresses the

monodromy of 2D conformal blocks under analytic continuation over the lightcone. This

2D crossing kernel is explicitly known, thanks to the work of Ponsot and Teschner [24], see

also [25, 26]. As shown in [24], the 2D kernel can be expressed as a quantum 6j-symbol of

the non-compact quantum group Uq(sl(2, R)). Taking the large c limit of their formulas, we

obtain that

Rkskt

⇥
k4
k1

`2
`1

⇤
= W(ks, kt; `1 + ik1, `1 � ik1, `2 � ik4, `2 + ik4) (1.31)

⇥
p
�(`1 ± ik1 ± iks)�(`2 ± ik4 ± iks)�(`2 ± ik1 ± ikt)�(`1 ± ik4 ± ikt)

where W(a, b, c, d, e, f) denotes a so-called Wilson function, defined as a particular linear

combination of two generalized hypergeometric functions 4F3. The explicit formula is given

8

OTO 4-point function

Finally we will turn to our main interest, the out-of-time-ordered 4-point function [2].

We will diagrammatically represent the OTO 4-point function as

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
OTO

=

⌧2

⌧3

`2 `1

⌧4

⌧1

(1.25)

where in spite of their new geometric ordering along the circle, we in fact assume that the

four time instances continue to be ordered according to ⌧1 < ⌧2 < ⌧3 < ⌧4. Operationally, we

define the OTO correlation function via analytic continuation starting from the time ordered

correlation function with the ordering ⌧1 < ⌧3 < ⌧2 < ⌧4 as indicated by the above diagram.

Since for this configuration, the legs of the bi-local operators do in fact cross, the resulting

time ordered 4-point function di↵ers from the analytic continuation of the uncrossed 4-point

function (1.23).

In section 5, we will show that the OTO correlation function can be expressed as an

integral over four momentum variables

⌦
O`1(⌧1, ⌧2) O`2(⌧3, ⌧4)

↵
OTO

=

Z 4Y

i=1

dµ(ki) AOTO
4

�
ki, `i, ⌧i

�
, (1.26)

where the momentum space amplitude is represented by the following diagram (to avoid

clutter, we again suppressed the times ⌧i labeling the end points of the bi-local operators)

AOTO
4

�
ki, `i, ⌧i

�
= kskt

`2 `1

k1

k4

(1.27)

Note that we now have four di↵erent momentum variables ki. The correlation function will

indeed depend on all four time di↵erences ⌧i+1 � ⌧i.

The final answer for the momentum amplitude of the OTO 4-point function reads

AOTO
4

�
ki, `i, ⌧i

�
= e�k2

1(⌧2�⌧1)�k2
t (⌧3�⌧2)�k2

4(⌧4�⌧3)�k2
s(��⌧4+⌧1) (1.28)

⇥ �`1(k1, ks)�`2(ks, k4)�`1(k1, kt)�`2(kt, k4) ⇥ Rkskt

⇥
k4
k1

`2
`1

⇤
.

7

R-matrix

6j-symbol of SL(2,R) = SU(1,1) 
Mertens, Turiaci, HV     
arxiv:1705.08508

6j-symbol of Uq (SL(2,R)) 

2+1 AdS Gravity
Jackson, McGough, HV     
arxiv:1412.5205

Berkooz et al
arxiv:1811.02584

6j-symbol of Uq (SU(1,1))

double scaled SYK
_
çè
_

=> BB
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D
Ji1...ip(⌧1)Ji1...ip(⌧2)

E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.11)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.12)

G(⌧1, ⌧2) =
X

i

 i(⌧1) i(⌧2) (1.13)

Se↵ = �N

2
Tr log (@⌧ � eh⌃) +

N

2

Z
d⌧1d⌧2 eh(⌧1,⌧2)


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

p2
G(⌧1, ⌧2)

p

�
. (1.14)

G(⌧1, ⌧2) = e
1
p

g(⌧1,⌧2)
(1.15)

Se↵ [g, h] =
N

8p2

Z
d2⌧

h
@⌧1g(⌧)@⌧2g(⌧) � g(⌧)Rh(⌧) + J 2eg(⌧)+h(⌧) � 2⇤ eh(⌧)

i
, (1.16)

Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.17)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.18)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.19)

H± = ip/2
X

i1...ip

ji1...ip 
±
i1

. . . ±
ip

(1.20)

Hphys

��phys
↵
2 H+ ⌦ H�

(H+ � H�)
��phys

↵
= 0 . (1.21)

��phys
↵

=
X

n

↵n

��En

↵
,

��En

↵
=
��En

↵
+

��En

↵
�. (1.22)

3

D
Ji1...ip(⌧1)Ji1...ip(⌧2)

E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.11)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.12)

G(⌧1, ⌧2) =
X

i

 i(⌧1) i(⌧2) (1.13)

Se↵ = �N

2
Tr log (@⌧ � eh⌃) +

N

2

Z
d⌧1d⌧2 eh(⌧1,⌧2)


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

p2
G(⌧1, ⌧2)

p

�
. (1.14)

G(⌧1, ⌧2) = e
1
p

g(⌧1,⌧2)
(1.15)

Se↵ [g, h] =
N

8p2

Z
d2⌧

h
@⌧1g(⌧)@⌧2g(⌧) � g(⌧)Rh(⌧) + J 2eg(⌧)+h(⌧) � 2⇤ eh(⌧)

i
, (1.16)

Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.17)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.18)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.19)

H± = ip/2
X

i1...ip

ji1...ip 
±
i1

. . . ±
ip

(1.20)

Hphys

��phys
↵
2 H+ ⌦ H�

(H+ � H�)
��phys

↵
= 0 . (1.21)

��phys
↵

=
X

n

↵n

��En

↵
,

��En

↵
=
��En

↵
+

��En

↵
�. (1.22)

3

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].

S =
1

16⇡G

Z

M
d3x

p�g
�
R � 2⇤

�
+

1

8⇡G

Z

@M
d2x

p
�K (1.1)

ds2 = (1 � ⇤r2)dt2 +
dr2

1 � ⇤r2
+ r2d✓2 (1.2)

To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions

S =
i

4⇡

Z
Tr
�
A^dA +

2

3
A^A^A

�
� i

4⇡

Z
Tr
�
Ā^dĀ +

2

3
Ā^Ā^Ā

�
(1.3)

 =

p
⇤

4G
, Aa = !a + i

p
⇤ea, Āa = !a � i

p
⇤ea (1.4)

S =
i

2⇡

Z
d2z
⇣1

2
@�+ @̄�+ + 2e�+

⌘
� i

2⇡

Z
d2z
⇣1

2
@�� @̄�� + 2e��

⌘
(1.5)

c± = 1 + 6Q±
2, Q± = b± +

1

b±
± i =

1

b±
2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2

⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)

2

1 Introduction

An interesting class of solvable theories that displays maximally chaotic behavior are the Sachdev-

Ye-Kitaev (SYK) models [6, 9, 10, 11, 12, 13].
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To quantize the pure Einstein gravity, it is useful to go to a first order formalism, and rewrite

the metric in terms of a dreibein ea and SO(2, 1) spin connection !a. The dreibein and spin-

connection can be combined in an SL(2, C) gauge field A = Aa⌧a and Ā = Āa⌧a. The Einstein

action (1.1) then takes the form of sum of two Chern-Simons actions

S =
i
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3
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4⇡

Z
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�
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3
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p
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⇤ea (1.4)

S =
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Z
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⌘
� i
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Z
d2z
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2
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⌘
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1
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± i =

1
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2

(1.6)

b± = e±i⇡/4� ; c± = 13 ± i
⇣
�2 � 1

�2

⌘
(1.7)

S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.8)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.9)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.10)

2

Coupling the SYK model to gravity V1:

Promote couplings to time-dependent one forms with dynamical variance:

=> Covariantizes the bilocal dynamical mean field theory! 
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S[ ] =
X

i

Z
d⌧
�
 i@⌧ i � HSYK

�
(1.22)

HSYK = ip/2
X

i1...ip

Ji1...ip i1 . . . ip (1.23)

where the disorder average over couplings j is described by

D
J2

i1...ip

E
= J 2 2p�1p!

p2Np�1
. (1.24)

D
Ji1...ip(⌧1)Ji1...ip(⌧2)

E
= eh(⌧1,⌧2) J 2 2p�1p!

p2Np�1
. (1.25)

ds2
h = eh(⌧1,⌧2)d⌧1d⌧2 (1.26)

G(⌧1, ⌧2) =
1

N

X

i

 i(⌧1) i(⌧2) (1.27)

Se↵ = �N

2
Tr log (@⌧ � eh⌃) +

N

2

Z
d⌧1d⌧2 eh(⌧1,⌧2)


⌃(⌧1, ⌧2)G(⌧1, ⌧2) �

J 2

p2
G(⌧1, ⌧2)

p

�
. (1.28)

G(⌧1, ⌧2) = e
1
p

g(⌧1,⌧2)
(1.29)

Se↵ [g, h] =
N

8p2

Z
d2⌧

h
@⌧1g(⌧)@⌧2g(⌧) � g(⌧)Rh(⌧) + J 2eg(⌧)+h(⌧) � 2⇤ eh(⌧)

i
, (1.30)

Se↵ [g, h] = SL['+ ] � SL['�], '+ = g + h, '�= h (1.31)

SL['±] =
N

8p2

Z
d2⌧ [@⌧1'±@⌧2'± + 2⇤e'± ] (1.32)

The main example is the SYK model of N Majorana fermions  i with Hamiltonian

H = H+ � H� (1.33)
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4

Dynamical mean field theory in double scaling limit  takes the form
of a 2D Liouville CFT coupled to a dynamical background metric:

This can be rewritten as the difference of two Liouville CFTs! 
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