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1. SEMICLASSICAL MODEL

1.1. CLASSICAL FORMALISM FOR CHARGES INTERACTING WITH
ELECTROMAGNETIC FIELDS

The classical Hamiltonian for an electrical charge ¢ of position r, conjugate Hamilton

momentum p and mass m is given by

1
H = 5—(p—qA(r)” +¢o(r). (1)
In the equation above, ¢(r) is the scalar potential and A(r) is the vector potential

of the electromagnetic radiation. The electromagnetic fields are related to them via

Brh) = ~Volrn - 00 2)

B(r,t) = V xA(r,t). (3)

In eq. (1), the potentials are not dynamical variables; the only dynamical variables
are the position and momentum of the particle. We can obtain the classical equations of

motion for them within the Hamilton formalism:

de; _OH  _ p —qA(x) (4)

dt op; m ’
dp; _ M _q, OA 99
& o, fm(p qA(r)) o, qaxj, (5)

with j € {1,2,3} and x; (resp. p,) the components of the position vector r (resp. p) in

each direction of space. The first equation states that the relation between the speed and
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the conjugate momentum is different from the usual:

_dr p—qA(r)
S TA e — (6)

This shows that the Hamiltonian above is actually just what we expect,

A%

2

H ="+ (). (7)

To obtain the force acting of the particle, we can derive again the equation above.

Writing the equation for each coordinate, we get

B dv; B dp; B d .
Fy=m At dt thAJ(r’t)
q 0A 0¢ dr 0A,;
N m(p gA(r)) 0z q@xj 4V 4, dt ot

= <_§—2—%)+q(v-%—(“vmy‘)' (8)

J

In the first term of the last line, we recognize the j component of the electric field;

The second term can be shown to be

V-g—z—(v-V)Aj:(vx(VxA))j, 9)

and we finally find the Lorentz force

d
F:md—Z:qE—kqva. (10)

1.2. A QUANTUM CHARGE INTERACTING WITH CLASSICAL LIGHT

We can quantize the degrees of freedom of the charge (its position and momentum).

This is done via the canonical quantization

r — T (11)
P — P (12)
Accordingly, the new Hamiltonian becomes the operator

5 (B~ aA®) +49(F). (13)

As usually in Quantum Mechanics, the momentum operator is represented as p =

7:\[:

—thV in the space representation, in order to conserve the canonical commutation relation
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[ZL‘j,pl] = z'héjl . (14)
On the other hand, the velocity operator must be quantized from Eq. (6), and
becomes
S oA
m
such as
H = 292 4 qo(F) . (16)

2
It is instructive to calculate the average force felt by the charge. For that, we will

use Ehrenfest’s theorem:

div) 1 ~ ov

T %[Vﬂ{] + <E> (17)
This is a long calculation. Some intermediate steps are outlined below:

o [0y, 9] = (—q/m*)[Pe, Ay(r)] + (q/m?)[Dy, Au(r)]

. L O0A . ihq _ .
o [po, Ay(r)]e) = _Zha_wyw — [0y, 0y = WBZ(I')

. .o thg,. . . A 5 thq , . .
o [0,,07] = W(vsz(r) + B,(1)0,) — [0y, m0°/2] = %<V x B(r) — B(r) x v),
o e 00(0) = —ing 2

ov, ,q0A,
* o) =G !

Plugging all the results into 17, we get the quantum analog of the Lorentz

force, applied to the average value of the velocity operator:

m%? = ¢(E(1)) + gw x B() — B() x ¥). (18)

We note that the symmetrized version of v x B(r) appears at the force expression.
This is ubiquitous in the canonical quantization: Only symmetrized versions of operators

which are function of both r and p are observables.

1.3. A QUANTUM ATOM INTERACTING WITH A CLASSICAL PLANE
WAVE

We will now use those results to describe a Hydrogen atom interacting with incoming

light. This atom will have a positive nucleus, and an electron in the valence shell orbiting
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it, of charge ¢ = —e, with e = +1,602176634.107°C the modulus of the elementary
charge. The charge we described in the previous subsection is now just the electron
orbiting around the positive core. The degrees of freedom of the electronic structure of
the atom are called the internal degrees of freedom of the atom, and this is what interest
us now. We will not include as a degree of freedom here the center of mass of the atom
(the external degrees of freedom of the atom); we will treat the consequences to those
degrees of freedom in a next section.

Given an incident plane wave with a wavevector k, we can write the electric and

magnetic fields:

E = Egcos(k-r—uwt), (19)
B - *xE (20)
w

We must also have Ej -k = 0. We will place ourselves now in the Coulomb gauge,
and choose a scalar and vector potentials that satisfy V - A = 0. In this gauge, we write
A = A . We have

A=A (rt) = %sin(k'r—wt), (21)
o(r,t) = 0 (22)

We must also include in the scalar potential the Coulomb interaction potential with

the positive nucleus. The Hamiltonian becomes

. L. . p q. g .
= —(p—gA 2 Veoul(?) = — + Veou(?) ——p - A 2 A2 23
H= g (0= GALE) + Veoa(7) = 30 Veou() =100+ AL(E) + 5 AL (2)
with
o2
Veoul () = — — . 24
© 1(7‘) 4meor ( )

For deducing the Hamiltonian above, we used the fact that, in Coulomb gauge,

p-A(F)=A (F) p—ihV-A, =A (f) D. (25)

We can separate the Hamiltonian of Eq. (23) in three main terms. First,

7:10 = 2p_m + VCoul(f) (26)



1.3 A quantum atom interacting with a classical plane wave 4

is the Hamiltonian of the Hydrogen atom. Then we have the two last terms of Eq. (23),
respectively Hyy and Hjo, that correspond together to the Hamiltonian of interaction of
the atom with light, 7:11 = ?:[11 + 7:[12.

1.3.1. QUICK REMINDER OF THE HYDROGEN ATOM MODEL

The eigenstates of the Hydrogen atom are parametrized as |n, £, m;), such as the
action of the operators Ho, the squared modulus of the angular momentum L2 and the
z-component of the angular momentum L, are simply

me4

A Fy ..
L4 H0|TL, g, mg> = ﬁ’ neN s WlthEl = 3271_2—%h2,
o L2n, 0, my) = (({ +1)R2|n, ,my), LN, £ <n—1;
o L.|n, ¢, mg) = meh|n, €, mg), my € Z, |my| < L.

In the position representation, the eigenstates of the Hydrogen atom corresponds to

the following wavefunctions:

(e[n, £;me) = tnom, (1,0, ) = Rne(r) Y, (0, 0) - (27)

The radial function R,(r) is given by

2\ (n—t=1)! e (2
— nag /[ - . 2
Roye(r) \/(na()) 2n(n + 0)! ¢ p "_E_l(nag> (28)

In the expression above, ag = % is the Bohr radius, the typical length scale of

the electronic orbitals, and L’;"l’ is the generalized Laguerre polynomial, defined by

L2 (ﬁ) _ fijz d -1 N §j1+j2 (29)
TN '
The angular function Y;"(6, ¢) is the spherical harmonic,
}/Z (97 QO) - \/ A (£ + m)' PZ (COS 0) e (30)

with the definition of the associated Legendre polynomials

1

dZ+m 2 )4
- o7 GRS (31)

(1 o 52)771/2 W

F(6)

1.3.2. THE A - p INTERACTION HAMILTONIAN

The other two terms of the Hamiltonian, H; = H 1 + Hyo, describe the interaction

between the atom and the incident electric field in Coulomb’s gauge. Those terms describe
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how the impinging light causes electronic transitions, ionization, and energy shifts. In full
generality, they are difficult to handle; but we can in most cases expand their effect in
a way analogous to the multipolar expansion of the classical interaction between electric
charges and electromagnetic fields.

Considering the typical size of electronic orbitals as being the Bohr radius, and
comparing it to the wavelength of visible light (which sets the typical spatial scale of
variation of the electromagnetic fields), ag/Ao ~ 1074, so k-7 < 1073, This means that it
is fair enough to consider that the whole electronic orbital interacts with the same electric
field. If the center of mass of the atom is in position R, and taking at first R at the
origin, R = 0, we can make the approximation A (7) = A, (0) = —Ep/wsin (wt). This is
called the long wavelength approximation. With this, the term 45 becomes simply
a global energy shift, without physical consequence; and the interaction term H; = Hpy
becomes

e

MWy = %(AL(O) p)sinwt = —

(Eo - p)sinwt . (32)

This is called A.p Hamiltonian. This form of the interaction Hamiltonian is
particularly suitable to numerically calculate atomic ionization rates under intense elec-
tromagnetic fields. However, for treating the excitation of an atom to low-lying electronic
states, it is more common to work with a different form of the interaction Hamiltonian,

that we will deduce below.

1.3.3. THE ELECTRIC DIPOLAR INTERACTION HAMILTONIAN

The first thing we will need to do is to perform a gauge transformation on the
electromagnetic potentials, to the Goppert Mayer gauge.
A change in gauge is described by the transformation (A, ¢) — (A’, ¢'), keeping the

electromagnetic fields unchanged, through

{A’:A+ﬁf (33

_ of
g=6-Y
for any f(r,t. To find the potentials in the gauge of Goppert Mayer, we let f(r,t) =

—r- A (0,%). In this gauge, the new potentials are written as

A'(r;t) = A (r,t)—AL(0,t), (34)

(b/(r?t) = ¢(r,t)+r.&Ai—M

el (35)

With these new potentials, the Hamiltonian of Eq. (13) becomes
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- 1. . . . 0A1(0,1)
- 5 - A/ t 2 ‘/couom '—" 36
H = (b — gA'(5,1))? + Vit (7) + 48+ “2 (36)
Now, if we again perform the long wavelength approximation,
A'(r,;t) ~ A'(0,t) = A, (0,t) — A, (0,t) = 0 (37)
8A’(r, t) GAL (I', t) 8Al(0, t)
E(r,t) ~ E(0,t) = — ———— =— — = - 38
(I‘, ) ( ? ) at —o 8t —o at ( )
We also define d = gt = —ef the electric dipole moment of the atom, and we finally
get
. p? . L
H = % + ‘/coulomb —d- E<07 t) - HO + Hld s (39)

with the interaction term in this gauge and in the long wavelength approximation given

by Hy ~ 7‘Z1d, the Dipolar interaction Hamiltonian,

Hig = —d - E(0,1) . (40)

If the center of mass of the atom is at any position R, we write instead

Hig = —d-ER,1) . (41)

It is important to note that the electric field in the dipolar approximation is taken
at the center of mass of the atom; as such, it is no longer an operator. The only operator
at Hyq is the electric dipole d. Interestingly, in the Géppert Mayer gauge and within the
long wavelength approximation, by use of Eq. (37) we have

(PaNED P )
m m
i.e., in the electric dipolar approximation, we recover the simple relation between the
velocity and the momentum operator.

A final comment on the two different forms of the interaction Hamiltonian that
we have found, the A - p and the d - E: It can be surprising that a change in gauge
created different Hamiltonians, since electromagnetism should be gauge-invariant (and it
is). What happens here is that, since we have made the long wavelength approximation
after the change of gauge, those Hamiltonians agree only to order 0 in ag/\ - which is
precisely the order of precision of what is obtained when we perform the long wavelength
approximation. This is why it can be important to choose a proper form for the interaction

Hamiltonian when treating specific physical situations. In what follows, we will use the
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electric dipolar form.

1.4. THE ELECTRIC DIPOLE OPERATOR

The interaction Hamiltonian in the electric dipolar approximation, Hq, is not diag-
onal in the basis of the eigenstates of the Hamiltonian H, of the Hydrogen atom. In first
order, the interaction term can cause transitions from a level |n, ¢, m,) to another level

|n, ¢, my) whenever the off-diagonal matrix element

(' 0 mly [ Hyaln, £,my) (43)

is not zero. But we will see that most of those non-diagonal matrix elements are actually
zero: This implies that there are only a few electronic transitions allowed by the electric
dipolar in first order: Those that respect the selection rules. We will deduce the selection
rules after discussing the impact of the dipolar coupling in more general terms. But before
we proceed, let us just deduce the fact that the diagonal elements of the electric dipolar
operator are all zero. The diagonal elements of the electric dipolar operator are of the

form

(n, €, m[Hyaln, ¢, my) . (44)

The diagonal terms will change the energy of the electronic level in first order, with
respect to the unperturbed energy of the Harmonic oscillator. We can cast the matrix

element above as an integral,

(n, 0, mg|Hialn, £,me) = (n, 0, my| (ei - E(R, 1)) |n, £, my) =

e<n,£,me|f(R,t)|n,e,mg>-E(R,t):eV A 15 4, ( )‘Qr "E(R,t) . (45)
]Rd

Each eigenstate 1, ¢, (r) is proportional to the spherical harmonic Y;™, which is
in turn a polynomial of order ¢ on the normalized coordinates z/r, y/r and z/r. This
means that each eigenstate has definite parity: ¥, ¢m, (=) = (=1)“p.0m,(r), and then
|wn fmy ( ‘ ‘wn tmy ( ‘ The squared modulus of the eigenstates is an even function.
This, in turn, implies that the r; component of the integrand is of the form ‘wn,f,me (r)‘ i,
with r = (ry,72,73) = (z,y,2). Those integrands are odd, whose integral over all R? is

equal to zero:

<n7€7 m€|7:[ld|n7€a mf> =0. (46)

The dipolar operator on the basis of the eigenstates of the free Hydrogen atom is
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thus purely non-diagonal. In what follows, we will operate a very strong simplification
of the model we are developing. We will consider that the atom is initially found in the
electronic level |g), which is an eigenstate of H,, and is coupled to another bare eigenstate

le) by the electric dipolar matrix:

~

(gldle) =d , (47)

and the dipolar Hamiltonian matrix element is

(9|H1dle) = —d-E(R,t) . (48)

For a classical charge distribution with no net dipole prior to the action of the
external electric field, the electric dipole is in the direction of the electric field. In our
semiclassical model, the same will happen, but we will only be able to fully verify it
afterwards (see the discussion on selection rules at the end of this section). So, by now,
we will accept the fact that the electric dipole induced by the incident electric field is in
the same direction as the electric field. If |d| = d € R (we can always make it real by a

proper choice of the phases of the eigenstates) and |[E(R,t)| = E(R,t), we write

(g|H1gle) = —AE(R,t) = —dEgcos(k - R — wyt) = i cos(k - R — wyt) | (49)

with Qy = —dEg/h € R the Rabi frequency of the coupling between light and the

electronic transition. We obtain the total hermitian electric dipolar Hamiltonian as

Hia = hQ cos (k- R — wt) (g){el + [e)(g]) - (50)

If we consider the eigenstate |e) to be of higher energy than |g), and suppose the
energy of |g) to be zero, then we write (e|Hgle) = E. = hwy, and the Hamiltonian H,
reduced to those two-levels can be written as Ho = huwgle)(e|. The total Hamiltonian in

the base |g), |e) is written

0 Qo cos (on(R) — wt)

H=h Qg cos (oL (R) — wt) wo

(51)
In the equation above, we have replaced k - R = ¢r,(R), the spatial phase of light.

Before we move to the discussion of the dynamics entailed by this Hamiltonian, it

is instructive to define the raising ¢, and lowering 6_ operators for this two-level system:



G- = lg)el (52)
o = (6-)" = le)g] (53)

The names of the operators come from their action on the internal state of the
atom: The raising operator acts in the fundamental state as d.|g) — |e), while the
lowering operator acts in the excited state as 6_|e) — |g). The electric dipole operator

can be written as a function of those operators as

~

d=d(6s+6.) (54)

and the interaction Hamiltonian becomes

Hia = hS cos (¢L(R) — wt) (64 +6_) . (55)

Is it valid to reduce the total atom to this two-level system? For several situations,
yes, but we will be able to discuss it fully after deducing the consequences of this simple
model. So, let us do the math!

2. RABI OSCILLATIONS AND BLOCH OPTICAL EQUATIONS

2.1. COHERENT RABI OSCILLATIONS

In this section, we will keep the center of mass of the atom in the origin of the
coordinate system, that is, R = 0, which makes ¢r,(R) = 0. The Schrodinger equation
applied to the general state |¢) = ¢,(t)|g) + c.(t)|e) in the two-level approximation, with

lcg|? + |ce|* = 1, is written as (using coswt = (™! + e~ ™) /2)

0 Qo (iwt —iwt
ind (S Zp o e e (56)
dt Co ?0 (ezwt + e—zwt) Wo Ce

This gives two coupled equations:

d . .

Cqg — _i%{ezwt 4 e—zwt} Ce

: o (57)
5 = i F et ey —iwoce

2.1.1. ROTATING WAVE APPROXIMATION (RWA)

Some terms of the equation above are highly non-resonant. Intending to highlight

them, let’s make a change of reference frame. Let’s write our wavefunction as:
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V) = co(t)lg) + e7(t)]e) (58)

by doing the transformation ¢, = ¢, e™*. The equations become
now, we say that we are put in the rotating frame with frequency w of the incident

light. The previous equations become

d .

dctg _Z'%o {1 ef2zwt} Ce

g ‘ (59)
dte = —i20{1 + et ) 4 i(w — wp)c,

If the light detuning A = w — wy satisfies |A| < w,wp, then the terms e*?“! are
clearly much faster than the other frequencies of the system, 2y and A. Then, we can
substitute these exponentials by their time-averaged value: e 2% — (e72t) = (), ¥t —
(e*') = (). This approximation is known as the Rotating Wave Approximation. Finally,

this allow us to write the coupled equations in a simpler and nicer form:

o

d [cq 0 ary Cq
Ce —i— 1A Ce

2

which configures a first order set of linear and homogeneous ODE’s in the form
d [cqg ~ [c
al =M|[7] . 61
dt (c’e ) <C’e) (61)
The eigenvalues of M are:

A+ Q
)\i:u;Q:\/AQ—FKZ()P. (62)

2
Considering the time evolution of the eigenvectors, the eigenvalues must satisfy
|1(t)) = at exp (A+t) + a— exp (A_t). Therefore

cy(t) = Ae*! + Ber! (63)
c(t) = CeMt 4 Der!
If the atomic initial state is the ground state, then [¢)(0) = |g), and we get
A+ B=1
' (64)
C+D=0

We get
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, Qt Qt
cg(t) = AeP+t) 4 (1 — A)eMt = ™22 | cos -+ i(2A — 1) sin > (65)
() — At _ oAt o inty2 o S
c,(t) = C (Mt —er1) =2iCe sin —- (66)
(67)
The temporal evolution in Eq. (60) gives two relations between A and C
Q
MA = —2'700 (68)
o
Solving both, we find
Q-A
A = —— 7
A (70)
Qo
= —— 1
50 (71)

Finally, the state in a time ¢ and in the rotating light wave (of frequency w) reference

frame is given by:

(8)) = fAH2 Kcos (%) + % sin <%>> ) — % sin (%) \@} ™

We find that the ground and excited states are coupled by light and are not station-

ary states of the system. The excited state population is

02 Qt
P.=lc|]? = —2%—sin? [ — ). 73
=i a3 73)
From the sinusoidal behavior of the excited population comes the name "Rabi Os-
cillations". Using the concepts shown, we can use them to manipulate the atomic system.

There are two kinds of light pulses that are extremely useful and very famous:

e 7 pulse: Resonant excitation (A = 0) with a pulse duration At = 7/Qy. This
changes the state of the system, |g) — |e).

e 7/2 pulse: Resonant excitation, At = 7w/(2). If [¢(0)) = |g), then |(t =

7/2€)) = %, which is a coherent superposition of the ground and excited

states.
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2.1.2. BLOCH SPHERE

The most general state of a two-level system can be written as:

) = cos (5 ) o)+ esin (5 ) 1 (74

We are not considering here a global phase; this do not change the physical properties
of the system that we are concerned in this context. It is possible to make a bijection

between the state and points of a sphere:

-

Figure 1: Bloch Sphere Representation.

In this representation, a Rabi oscillation is just a rotation around an axis of the

sphere.

2.2. INCLUDING SPONTANEOUS EMISSION: OPTICAL BLOCH EQUA-
TIONS

At this point, we want to add an important phenomena concerning the atomic system
dynamics: spontaneous decay of the excited state. It is an incoherent process that occurs
with random timing. This process will increase the entropy of our system, inducing loss
of information and irreversibility. The state of the system will not be described anymore
by a pure state represented by a ket |¢)(t)). We will need a generalized representation
of the state of a system, called density matrix, which can account for states which are

statistical mixtures of pure states.
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2.2.1. THE DENSITY MATRIX

For a physical system in a state |¢), the density matrix is defined as

p=[) ] (75)

For our 2-level system, the density matrix is a 2x2 matrix, which we write as

p— ["gg "ge] . (76)

Oeg  Oece

From this density matrix, we can get an expression for the average value of an

operator:

<A> = Te[pA] . (77)

Indeed, if we write the state in the basis of the eigenvectors of A, [1)) = 3. ¢;|Ay),

where A|A4;) = A;|4;), we get
(ZCAA ) (Zc A])
ZA\CA AN ZAW <A> . (78)

The main advantage of the density matrix formalism is that we can also represent

Tr[pA] = T[|y) (] A] =

=Tr

states with entropy, that is, with a lack of information on the exact state of the system.
As an example, let us suppose that of a physical system, we know that with probability
pj, it is found in state |¢;). The probabilities must sum, of course, ;p; = 1. Note that
these probabilities are different from the probabilistic outcomes of a measurement in a
quantum system, which are all contained in the state |¢)) of the system. Here, we have a

classical lack of information about the system. Its density matrix will now be written

p= ijwwjl : (79)

This state clearly represents a statistical mixture of states. To be convinced, we
note that any physical prediction on the system will be just a weighted combination of

the physical predictions on each state:

(4) = TelpA] = (Y pyluy) (v A) = Do p Ml ] = ij< )0
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We see that the probabilistic outcomes add up without interference. This is another
signature of the incoherent combination of possible states of the system.

The temporal evolution of the density matrix is given by the von Neumann equation:
o1 -~
— = —[H, p].
it = im P

We can verify rightaway that, for a pure state where p = [¢)(¢|, this equation

(81)

implies the Schrodinger equation for [)).

The diagonal elements o, and o are called the populations. They give the
probability of finding the system in the state |g) or |e), respectively. Indeed, since the
probability of finding the state in |g) is given by (|g)(g]),

Fy = (l9){gl) = Tx[plg)(9]] = 0 - (82)

The same can be verified for P, = g... This entails a general property of the density

matrix:

Tr[p] =1. (83)

For our two-level system, the equation above becomes

Ogg + Tee = 1. (84)

The nondiagonal elements are called coherences. They measure the degree of
coherence of the superposition of states represented by the density matrix. The closer

to zero, the more incoherent is the superposition. For a pure state [¢) = ¢4|g) + cele),

*, — *
er Oeg = Uge'

matrix of Eq. (79) shows that pT = p; for our two-level system,

Oga = |Cgl% oo = |Ce|?; Tge = c4C In general, the definition of the density

(85)

_ *
Teg = Oge

even when the state is in a statistical mixture.

2.2.2. TEMPORAL EVOLUTION OF THE DENSITY MATRIX. THE
OPTICAL BLOCH EQUATIONS

We can use the von Neumann equation and the Hamiltonian of Eq. (51) to obtain

the temporal evolution of the coefficients of the density matrix
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do € Q —1 —w % —w :
d_tg - _170 (e710L®)—wt) 4 GOLRI=D) (5 — ) + iwp0ge (862)
dO'ee .QO . —w i _
7 - iy (e i(GLB)-wt) 4 i(4L(R) wt)) (Ogo — Oog) (86h)
Due to the relation between the coefficients of the density matrix, we can write the
other equations as a function of those two: dg:g = dgfe , % = — 4%

Those equations must reproduce the same results as what was found in the previous
section. But now, we can also add the effect of the spontaneous emission. In order to
deduce the effect of spontaneous emission, we must make full model where the light is
also quantized, which is beyond this description. You will thus trust me on what I will
say next.

Essentially, spontaneous emission causes 2 effects: loss of excited population and loss
of coherence. The loss of excited population is described by a decay rate independent of

time, which is described by an additional decay term in the equation for the time derivative

doee

dt
will also decay, but with a different rate, which we call ~, such that (dgge> —Y0ge. With
sp

of the excited population, of the form ( )sp — I'oee. At the same time, the coherences

at
a full quantum model, one can show that the rate of coherence loss due to spontaneous

emission is y,, = I'/2. Other effects, such as atomic collisions, magnetic field fluctuations
or inhomogeneities, can increase v, such as in general we have v > I'/2. The full evolution

equations, including spontaneous decay and other dephasing mechanisms, are written as

dO'ge _Qo

¥ - iy (e OLBI=t) 4 QiOLIRI=WD) (5 — 0yy) + iWoTge — Y Oge  (8T2)
d ee Q —1 — . —
gt - _Z70 (e iOL®I—wt) | GiOLR—e0) (5 5 ) To, (87h)

2.2.3. ROTATING WAVE APPROXIMATION

Just as in the coherent case, we put ourselves in the light rotating reference frame,

pursuing the identification of the non-resonant terms. Doing the following transformation:

{ Oge = Ol = € oy, (8)

/! tiwt
Oeg — O'eg =€ Oeg

we obtain the new equations

do,le Q i . 1
dtg _ _1.70 (efz(qSL(R)fwt) + ez(¢>L(R)*wt)) (Oce — Ogg) e Wt 4 i(Wo — W)Tger — Y Oge
doee _i& (efi(dm(R)*wt) X ez’(dm(R)fwt)) (e“'ol, —e™0ol,) — [Oc

dt 2
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Doing the RWA after this modification: e*?“! ~ (e*2!) = () | we get the so-called
Bloch Optical Equations:

do,, Qo
éltge B _ZEO @ (0w — o) = (I8 420 (89)
g;e = —i70 (eir®) Ogo — e oL(R) aég) —T'ol,
i . doge AC e
In the absence of other forms of dephasing, v = I'/2. Notice that o = g

(dage) _ (dggg)*'

2.2.4. EVOLUTION IN ABSENCE OF LASER EXCITATION

The set of equations above depends on 4 frequencies (g, I', w, 7y), so one can imag-
ine how messy the general solution is. Although, a notable case is an isolated atom

(Qo = 0) initially in the excited state. Solving the Optical Bloch Equations results in:

Oge(t) =1 —e7 Tt

In this case, the lifetime of the excited state is given by ts, = 1/I'. Spontaneous
emission does not create coherence; the density matrix for this system is diagonal. For

any given time t, the state of the system is a statistical mixture.

N =
39 )
I/cruolﬂc A= 7 '; ool
2 .,
Ty

Figure 2: Evolution of the population in absence of incident light

2.2.5. STATIONARY STATE

The spontaneous emission induces irreversibility in the system. Because of irre-
versibility, the atomic state will evolve to a stationary state in timescales ¢ > I'"!; Rabi
oscillations will prevail only for a short, transient time. The dynamics of the excited and
ground state populations are graphed above in Fig. 2. We can see it in the evolution of

the excited population shown at Fig. 3
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n — =[5
081 fﬂ\l 0, =172
— =T
06 — (=205
0, =51
i Qo =101

time (14T
Figure 3: Evolution of the excited population for different Rabi frequencies
To obtain the stationary state in the general case (i.e., for any value of Q(t)), we

set the temporal derivatives at Eq. ( 89) to 0 in the case v = I'/2. Writing the saturation

parameter s as

1 Q)
B L : (91)
2A24+T12/4
we obtain the population of the excited state in the stationary regime:
1 s
cost = = . 92
et = 0T +s (92)
In resonance, the saturation parameter becomes:
202
sozs(A:()):F—;’. (93)

We can write it as a function of the incident intensity. The incident intensity if the

modulus of the Poynting vector,
I = B
2ppc
Replacing Ey = 7)/d at the equation above, we find I as a function of €. Then,

(94)

replacing in the expression for s,

Apiged®I I
0T T T L

(95)

with
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(RT)?
I sat —
4ﬂocd2

the saturation intensity of the transition. We can deduce from a full quantum model that

(96)

the decay rate I' and the dipole moment d are related by d? = 3wegghl'c?/wg. Therefore,

hlw? 7 hel
]sa - 0 — - )
YT 12re T 3N (97)

with Ay = 27c¢/wy the wavelength of the atomic resonance. Typically, the order of mag-

nitude of the saturation intensity is [mW /cm?]. A new useful expression for Ocest Call be

written:
1 So 1
eest — o > 98
Teest 2t so, A7 (98)
(1 + SO)F2

which is a Lorentzian curve with it’s maximum value set in resonance. The minimum
measurable width possible is I' - the reason why it is called the natural decay rate. As

shown in Fig. 4, the FWHM (Full Width at Half Maximum) of the curve is

A1/2 =V F2+2|QQ|2 . (99)

<17 —>
4 Suﬁ'ﬁ-i A

Figure 4: Stationary excited state population as a function of the detuning, for different
resonant saturations

If s < 1, |To| < T' = Ayjp ~ T (linear regime). But, if so > 1, [Ty| > T, then
Ayjg ~ v/2|Q]|. This phenomenon is called power broadening.
Besides the expression obtained in equation 92, doing the same procedure results in

the expression for the stationary coherence

) 1 iQpe i or®) 1

_ _ 100
Test T 11s T 2 T/21iA (100)

From that, we can calculate the stationary value of the raising and lowering opera-

tors:
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1 Qe ionR)—wt) 1

<6-+> = Tl”[f) 5--"-] = Ogest = eiwto-;e,st = 145 9 A — ZP/Q (101)
) . N 1 Quel®-wt 1
(6-) =Tr[p64] = oegr = o0 =7 — 5 ;s (102)

They are used to calculate the average value of the stationary atomic dipole moment:

(@)= () + (5)) = 12

r
Acos (oL (R) — wt) + 5 sin (¢r.(R) —wt)| . (103)
For s < 1, (a>st x Eg, and for s > 1, <a>st — 0. This does not mean that the dipole

is not being excited; but it’s phase is lost in the high saturation regime.

2.3. THE SEMICLASSICAL HAMILTONIAN IN THE RWA

We see from the expressions for (6, ) and (6_) that they evolve with the frequencies
+w. In order to obtain an expression of the interaction Hamiltonian that eliminates the

fast rotating terms, we rewrite the Hamiltonian of Eq. (55) as

A hQ ) )

4= TO (ezwL(R)—wt) + e—z(¢L(R)—wt)) (6. +6_) . (104)

It is now easy to see that, from the four terms above, two of them will evolve with

a rapid phase term of the form e*?*! due to the dependence of the operators themselves
on time. We can perform the RWA directly on the Hamiltonian, eliminating exactly the
terms that give rise to the terms that were eliminated while calculating the dynamics in

the last section. We get the interaction Hamiltonian in the RWA:

~

0(R)

7:[1d,RWA = (ei(d)L(R)*wt) o4+ e i(oL(R)—wD) <i> : (105)

2.4. SELECTION RULES FOR ELECTRIC DIPOLAR TRANSITIONS

We will now consider in detail which transitions are allowed by the dipolar Hamil-
tonian.

In first order, the interaction Hamiltonian in the electric dipolar approximation,
H 14, can cause transitions from a level |n, £, mg) to another level |n, ', mj) whenever the

off-diagonal matrix element

(' 0 b Hgln, £, me) (106)

is not zero. But most of those non-diagonal matrix elements are actually zero: This
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implies that there are only a few electronic transitions allowed by the electric dipolar in
first order: Those that respect the selection rules. We will now explicitly work out these
selection rules.

The atomic eigenstates defined by Eq. (27) take the z axis as the quantization direc-
tion (i.e., the direction of the angular momentum that defines the m, quantum number).
Within this definition, we define three orthonormal directions for the electric field of the

incoming light, in the complex representation for the electric field:

e, +ie,

o, = =%, 107

+ \/§ ( )
e, —ie,

T o= e,. (109)

In the expressions above, e, (resp. e,, e,) stands for the unitary vector in the z

(resp. y, z) direction. We can decompose the amplitude of the electric field on this basis

as
Ec=E,o0,+E. o +E,7#=E,+E_+E,. (110)
The total electric field in the complex configuration is written as
E(0,t) = Re[Ege "] . (111)
We will explicitly verify how the electric field for the complex polarizations o
behaves:

E(0,t) = Re[Ere ™' = Re[Erore ™' = % [cos(wt) e, + sin(wt) e,] . (112)

This means that the polarizations o4 represent the two orthogonal circular polar-
izations on the plane zy.

We note that not all polarizations are allowed for a light field with a definite k.
For example, for light propagating in z direction, k = ke,, the electric field direction
must be contained in the zy plane, and only the o, and o_ polarizations are allowed.
In any case, only 2 orthogonal polarizations are allowed for definite k, which will be
a linear combination of the three polarizations defined above. It is also important to
note that these polarizations do not correspond directly to the helicity of light. Helicity
corresponds to the polarization of light (or to the spin of its constituent photons) projected

in its propagation direction. This is different from the definition above, rather related to
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a fixed quantization direction. In particular, light of positive helicity and propagating
with k = +k e, has o, polarization on the basis defined above; light of positive helicity
propagating at k = —ke, has o_ polarization on the same basis; and light of positive
helicity propagating at k = +k e, will have a combination of all three polarizations.

Let us work out the selection rules for each one of the different polarizations of light:

2.4.1. SELECTION RULES FOR 0, POLARIZATION

For o polarization, the dipolar Hamiltonian is written as

~

o A B
Hl(d"’) = —d-E_(0,t) = e—= (& cos(wt) + ¢ sin(wt))

\/§ A N N N
() () oo

We have learned before (see Eq. (105)) that the term that rotates with e ™! is quasi-

resonant to transitions from the ground to the excited state; and the term that rotates

with e™! is quasi-resonant to transitions from the excited to the ground state. Now, we
need to see what is the effect of each one of the terms g\éy on the electronic wavefunctions.

For that, let us calculate the nondiagonal matrix elements of those operators:

Tty . x +iy)
<7’Ll, 6/7 m2| (7) |TL, E? mf> = /R3 dgr wn’,f',mfe (I‘) (T w’nﬂg?m[ (I')
+ip

> ™ 2w , .
- / drr? Ry (7) R () / d@/ dpsin0[Y,"“(0, )Y, (0, ¢) rsinfe
0 0 0 —\/5

We can write part of the integrand as a function of spherical harmonics, as

(x +iy) rsinfer™ 4
N =F ?rYlﬂ. (115)

Replacing it in Eq. (114), we get

(114)

£+ i

n', 0, m, n, 0, my) =
ot (S22 )
47‘[‘ 00 T 27 . ! i} .
g [ BR[| sy 0.0 YA 6.0 Y 0.p)

0 0 0

J/

TV TV
Radial Angular

(116)

The angular part of this integral is of the form
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™ 2m ,
Ly = / de sin9/ dp[Y™(0, )] Y™ (0, 9)Y, " (0, ) . (117)
0 0
This integral has the following property: it is different from 0 only if
(=0 =1
| | (118)
my=mg+m
This means that the polarization o4 will only cause a transition between two levels
with |Al] = 1; and it will increase m, by 1 if the transition goes from a level of lower

energy to a level of higher energy (or decrease my, by 1 if the transition goes from a level

of higher energy to a level of lower energy).

2.4.2. SELECTION RULES FOR o_ POLARIZATION

For o_ polarization, the dipolar Hamiltonian is written as

HT) = —d-E_(0,t) = e—L (& cos(wt) — 7§ sin(wt))

— e% [e_i“’t <x\;§zy) + ™! (x\j;gy)] (119)

We see that the role of the terms (x\;%y> is inverted with respect to the o po-

E,
6_
V2

larization. We can thus jump to the conclusions: the polarization o_ will only cause a
transition between two levels with |A¢| = 1; and it will decrease m, by 1 if the transition
goes from a level of lower energy to a level of higher energy (or increase m, by 1 if the

transition goes from a level of higher energy to a level of lower energy).

2.4.3. SELECTION RULES FOR 7 POLARIZATION

For 7 polarization, the dipolar Hamiltonian is written as

HI(Z{) =—d-E.(0,t) =ezE, cos(wt) = €2 > (e™f +e™) . (120)

Now, both the term quasi-resonant with the excitation to an upper level and the
term quasi-resonant with the excitation to a lower level are proportional to the same

operator zZ. We can write z in spherical coordinates as

; =\ 5y (121)

The matrix element will now be proportional to the term
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<7”L/, v, m2|7:l1(r§)\”a t,my) =

o0 m 27 ,
- \/4% / drr® Ry () Re(r) / d6 / dpsin0[Y," (0, )] Y20, 0) Y™ (0, ¢) .
0 0 0

TV Vv
Radial Angular

(122)

/

¢ and we find that for 7 polar-

We can also apply the result for the integral [ Zﬁ,m "
ization, the nondiagonal element will be nonzero if |Al| = [¢ — | =1, and if m), = m,.

We can conclude that, in general, the electric dipolar transition only causes transi-
tions between levels separated by |Af| = |¢ — ¢'| = 1, regardless of the light polarization:
A level S can only be coupled to a level P, a level P to a level S or D, and so on. As for
the selection rule on the m, quantum number, it shows that the change in m, depends on

the incoming light polarization, as shown in Fig. (5).

|’n|I = ‘1 m|I = O rﬁ|I - 1

m|=0

Figure 5: Transitions allowed by polarizations o, o_ and .

These selection rules are directly related to the conservation of angular momen-
tum. A photon with polarization o, has angular momentum of +# in the +e, direction,
while a photon with polarization o_ has angular momentum of —# in the +e, direction.
This angular momentum is absorbed by the electron of the atom. This means that the
only allowed transitions for the electron are S <+ P <» D <+ F. The electron absorbs the
photon and it’s angular momentum, so these properties are directly related to angular

momentum conservation.

3. LIGHT FORCES

In the previous section, we calculated the effect of incident light on the electronic
degrees of freedom (also called internal degrees of freedom) of the atom; here, we will ask
what effect the incident light has on the position R and momentum P of the atom’s center
of mass, also called external degrees of freedom. To do this, we must now let R to be a
new dynamical variable of the system. If the atom is treated in quantum mechanics, then

R — R. We must also consider its canonical momentum 15, and add to the Hamiltonian
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of eq. (51) the kinetic energy of the center of mass of the atom of mass m, so that the

total Hamiltonian becomes

~

2

. RQ(R) [ 0o m o (F P
Hrwa = hwole)(e] + % <ez(¢L(R)""t) 6y 4 e HoLR)—wt) 6&) + 3 (123)

We note also that now, we allow the Rabi frequency to depend on the position of
the center of mass. This accounts for incoming light fields whose amplitude depend on

the position:

E(R,t) = Eo(R) cos(¢oL(R) — wot) , (124)

and then Qp(R) = dEy(R)/hA. For the theoretical ideal case of plane waves, the
amplitude is constant; but for the experimentally relevant case of an incoming laser beam,

described by a Gaussian profile, we have

—p? . 2 .
Wo ergpez(kZJrk%fwg(Z))fzwt ‘
w(Z)

In the above equation, we suppose that the beam is propagating in the z direction.

E(R, ) = Eax (125)

The parameter wy is the waist of the beam in the focal position Z = 0, and the functions

w(Z) = wy 1+<Z)2 (126)

Zn
RiZ) = Z|1- (% 2 (127)
Ve(Z) = arctan(Z/Zg) (128)

are the waist of the beam, the radius of the wavefront, and the Gouy phase, respectively,

with Zr = mw/\ the Rayleigh length. We identify from the equation above

Wo w;fﬁz
Eo(R) = Emax me (2) (129)
oL(R) = kZ+hshs —va(Z) . (130)

More more complex laser beam configurations, the phase and amplitude can still
vary; in general, we will describe any light field impinging on the atom by the expression
of Eq. (124), leading to the Hamiltonian (123).

The dynamics of the atom determined by the above Hamiltonian is, in the general
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case, complicated because it couples the internal and external degrees of freedom of the
atom, and because the atom can be delocalized in time and space. We will place ourselves

in a simplified configuration of localized atoms in space and momentum.

e Localization in space: The typical length scale of radiation is A\. We consider
an atom localized in space if the typical extension of its wavefunction AR is much
smaller than \: AR
A. This guarantees that the whole wavefunction of the atom sees the same phase of
light.

e Localization in momentum space: Spectrally, the atoms are considered localized
in momentum if the whole atomic wavefunction sees approximately the light with
same detuning. This means that the momentum spread, AP, must be smaller than
the momentum spread that causes a Doppler shift of the resonance equal to the
resonance width I'! Ap = kAv =kAP/M < T, or still AP < MT'/k.

We can combine both conditions via the uncertainty principle:

h MTA 27 MT
< — )
5 SARAP < — e

Rearranging the condition above, we get, apart from a numerical factor of order 1,

(131)

M
— <I. (132)

This is called the condition of broad resonance. It is a hierarchy of two different
timescales. The timescale on the left is the timescale for the atomic velocity to change
by the Doppler quantity, kAv ~ I', which can be considered to be a typical timescale
for the external dynamics to have an impact on the internal dynamics. Indeed, if each
photon carries a momentum Ak, and if the typical rate of photon absorption is I', then
in a time At the atom has absorbed I' At photons with a total momentum I' At hk and a
change in velocity I' Athk /M, establishing a Doppler timescale k(I" At hk/M) ~ T, or
still Atey ~ M/(Rk?). On the other hand, the tmescale for the internal dynamics is given
by the lifetime 7 ~ I'"! of the internal levels. Thus, the condition of broad resonance can

be reinterpreted as

fewt > T . (133)

This entails a hierarchy in the dynamics of the system. In this regime, the functions
of R present in the Bloch equations (89) are practically constant during times of the order
of ', so we can solve first the internal dynamics, by considering the external variables
constant, and then solve for the external dynamics, supposing that the internal state is

always quasi-stationary, adiabatically following the external state dynamics. Moreover,



26

the conditions for atom localization in space and momentum allow to replace the operators
R and P by their average values while solving for the internal dynamics. This means that
the procedure used to obtain the stationary behavior of the internal degrees of freedom
is still valid, but now the steady state obtained will be a slow function of the external
variables.

It is important to note that not all atomic transitions verify the decoupling of
timescales. Intuitively, if a transition is very narrow, that is, with a small I'; the in-
ternal timescale I'"! will be slow, and we may experience a breakdown of decoupling.

Since we have already solved for the internal dynamics in the previous section, we
now turn to the external dynamics, considering the position and momentum of the center
of mass as operators again, in order to obtain their dynamics.

We calculate the time derivative of the average value of the position via the Ehrenfest

theorem:

dR) 1, . - OB (P)
T_EqRaHRWAD_’_ )T

This means that the speed is a simple function of the average momentum. The first

derivative of the momentum is thus the net force:

d(P)
F=—"~. 134
The time derivative of the momentum is found via the Ehrenfest theorem:
In the position representation, P= —ihV R, and we obtain
F = — (Vg Hugrwa) - (135)

We obtain directly

F = _g < Vr(R) <<3+ eilor®)—wrt) 4 5 e_z(¢L(R)_WLt))>
_%i <QU(R) (6 oi(BL(R)—wrt) Le—i(%(f‘)—%t)) VR¢L(R)>

Considering that the atom is localized, we replace R by R and we find
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hVaQ(R)
2

F = (<6’+> eHPLB)—wet) | (6_) e*i(¢>L(R)*th))

ihQ(R)

O ((f4) @) (g ) o) G (R)

We know already the average values of the raising and lowering operators, and we

can work out the expressions in parenthesis:

((6 ) @iorB)—wrt) 4 (5 >e—i(¢>L(R)—th)) _ oA (136)
1 + s AQ 4 (F)Q
. B L B i QoL
((6,) LBt _ (5 ) g=il0r®)—wrt)) L (137)
s (5
Based on Eq. (92), we can also write
s 1 1 02
eest — =3 s 138
Teest =91+ s 2 1+s A2y (L) (138)
And we get the total force
Ve (R
F = _QHAUee,st ;2{0%1:{(,)) + hFUee,st VRgb(R) = Fd + FRP 5 (139)

where Fy is the dipolar force and Frp the radiative pressure force. Let us discuss

them separately.

3.1. THE RADIATION PRESSURE FORCE

The radiation pressure force is given by

FRP - hFUee,st VR¢L(R) . (140)

In order to interpret the expression for the radiation pressure, we note that the
spatial phase of light ¢ (R) is equal to k - R for a plane wave, or even kz for a wave
vector in the z direction, k = k e,; while in the case of the Gaussian beam (see eq. (125)),
it has two additional terms. However, these two additional terms have a typical spatial
variation determined by the typical distance Zr > A, whereas the term k - R varies on
the spatial scale of the wavelength of light, A; thus, in both cases (and, in general, for any

light source),

Vror~Vr(k-R)=k,

which means that the pressure force becomes
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1 S0
21 +80—|—4A2/F2

FRP = Fo-ee -hk = I'ik . (141)

This expression has a simple interpretation. We first note that the term hk is
the linear momentum of a photon with wave vector k. Next, I represents the decay
rate of the excited state, that is, the temporal rate of re-emission of a photon of light
that has been absorbed by the atom to become excited; so that oe.sI' represents the
average rate of absorption and re-emission of photons. The radiation pressure force,
then, is nothing more than the time-averaged momentum received by the atom from the
absorption of laser photons. The subsequent re-emission of absorbed photons does not
contribute to the average force, since the direction of spontaneous emission is random and
the acquired average vector momentum is zero. On the other hand, despite being zero on
average, it exhibits non-zero fluctuations, since photons are constantly being re-emitted,
and spontaneous emission therefore causes heating of the atom by causing a random
evolution of its momentum state. It is important to note that the radiation pressure force
is non-conservative, that is, it does not derive from a potential. The dissipative nature of
this force is inherited from the dissipative nature of spontaneous emission, discussed in
the previous section.

For high intensity, resonant light, the acceleration caused by radiation pressure in
the atom can reach high values. Indeed, for incoming light sy > 1 and A = 0 with the
rubidium 780 nm resonance of natural width I' = 27 x 6 MHz, the acceleration caused on
the rubidium-87 atom with mass mgpsy will be equal to T'/2 hk/mppsr = 1.1.10° m.s™2.

This is 10? times more intense than gravity!

3.2. THE DIPOLAR FORCE

The dipolar force is written as

Vel (R) s VrOH(R)

Fq=—-2hA0cs ———— = —hA 142

d et T 00(R) 1+s QR) (142)
This force derives from the potential
hA

where the dependence of s on R comes from the dependence of 25 on R. Indeed,
hA hA 1
Fq=-VrUaR) = —— Vr[In(1+sR))] = —— - Vrs(R)
A 1 2Q Q Q

2 1+s Az_,_(g)Q N 1+s Q(R)
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Near resonance, the radiation pressure force is much stronger than the dipolar force;
on the other hand, when the light becomes highly detuned, we see from Eq. (141) that
the radiation pressure tends to zero as 1/A?, while the dipolar force decays as 1/A. This
is the conservative regime where the dipolar force is usually relevant. In this regime, for
which A > Q. T, the saturation parameter satisfies s < 1, so that In(1 + s) ~ s, and we

can simplify the above expression as
RA
Ud >~ — —_— ~ =
2 2 "2+ 4A2 2 4A? 4A
From the definition of the saturation intensity (Eq. (97)) and of the saturation

J(R) = A 2B(R)  BA208R) _ ROHR)

parameter, we can also write

QQ_F_QI _67702F
07 2 T AWl

in such a way as to write the dipolar potential in the regime A > I", Q) as

2
UalR) = o 1R)

where we again indicate the explicit dependence of the intensity on R to let clear that
the spatial dependence of the potential comes from the spatial dependence of the light
intensity.

The expression above is derived in the context of the RWA, for which |A| =
|w — wo| € w,wy. However, atomic trapping in a potential of the above form involves
the use of very high detunings, A ~ w,wy (for example, when we use light of wavelength
1064 nm to trap Rb or Sr, from resonances at 780 nm and 461 nm, respectively). It can
be shown that preserving the non-resonant terms would cause another term to appear
in the above equation, so that the total potential for a far-detuned optical dipolar trap
(ODT) is written as

Uonr(R) 3”02( R )I(R). (145)

B 2w \w—wy W+ wp
The above potential can also be derived from a purely classical approach, in which
the atom is treated as a classical dipole. Indeed, in the high-detuning regime, there is no
evidence that the atom’s behavior follows the laws of quantum mechanics. An excellent
reference for the classical derivation of the above expression is given in [2].
We see in the expression above that for negative detunings, A < 0, the minimum
of the potential happens for the highest intensities, i.e. the atoms are attracted to the

maximum of the intensity; while for A > 0, the atoms are repelled by the light intensity.
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4. COOLING AND TRAPPING NEUTRAL ATOMS

4.1. DOPPLER SHIFT AND DOPPLER BROADENING OF THE ATOMIC
RESONANCE

The atomic velocity with respect to the laboratory reference frame will modify the
frequency of the incoming light seen by the atom, due to the Doppler effect. Let us suppose
an atom with velocity v interacting with light that has wave vector k in the laboratory
reference frame. With w = kc the frequency of light in the laboratory reference frame, the
frequency seen by the atom will be w’ = w — k- v. This means that in all the expressions
deduced previously, the detuning A must be corrected for an atom of velocity v in order

to account for the Doppler effect, as

AN=w-w=w-k-v-w=A—-k-v. (146)

This equation can be reinterpreted by saying that the atomic velocity shifts its
resonance in the laboratory frame to wj, = wy + k- v, so that rearranging the terms, A’ =
w — wy,. When we consider an atomic vapor of temperature 7', the Doppler shift of each
individual atom shifts its resonances according to the thermal velocity distribution, which
gives rise to a Doppler broadening of the transition. To describe the phenomenon, let
us assume that the wave vector of the light incident on the vapor is in the 2z direction,
k = ke,. The Doppler effect of each atom is given by the term k - v = kv, with v, the 2
component of the velocity v. In an atomic vapor at temperature T', the v, component is

a random variable of Maxwell-Boltzmann distribution

1 2 2
— o v:/(2vme) 147
v, T\ Uz €
pir(v:) = o (147

[ksT
VRMS = BW (148)

the mean square velocity in any direction, and kg the Boltzmann constant. This distribu-

with

tion of v, implies a distribution of atomic resonances wj, = wy + k v, around the resonance

wp of an atom at rest,

1 /
pw,T(W(I)) = me—(wo—woﬁ/@AQD) , (149)
D

with the Doppler width (in rad/s) Ap = kvrwus, or still

1 [ksT
Ap=2mx 5 BW (150)
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For the A = 780.24 nm transition of ' Rb, assuming a vapor at 300 K, the Doppler
broadening is Ap = 27 x 217 MHz, much larger than the natural width of the transition,
I' = 27 x 6.07 MHz. This is why the absorption spectra of light from atomic vapors at
room temperature have broadened lines. On the other hand, a cloud of cold Rb atoms with
a typical temperature of 50 uK has a Doppler broadening Ap = 27 x 89 kHz, negligible

with respect to I': In this regime, there are no notable effects of Doppler broadening.

4.2. OPTICAL MOLASSES

One of the first cooling techniques invented with the help of the light forces discussed
in the last section is called optical molasses. The basic idea of this technique is to obtain,
through the clever combination of light beams, an effective dissipative force on atoms, in

the form

Frel = 8V . (151)

A force with this dependence on the velocity, with § > 0, always decreases the energy
of the system, as it always performs negative work on the atom: The power generated by

the force is given by

_ _ 2
mel — L' 'me - = .
P, | Bv (152)

Furthermore, the equilibrium condition for this force is v = 0, which suggests that
with such a force we could obtain a gas that is precisely still, with zero temperature. This,
however, is not true, since we are only considering the average value of the force; we will
see how the fluctuations of the light forces will limit the minimum temperature achievable
with this technique.

A way to obtain a dissipative force as shown above is by combining counterpropa-
gating beams in the three orthogonal directions of space, with a frequency w slightly lower
than the atomic frequency wy. Since the beams will be close to resonance, the radiation
pressure force is much greater than the dipole force, so we will neglect the latter. Since
the radiation pressure force occurs in the direction of k, that is, the direction of beam
propagation, we see that each pair of counterpropagating beams acts independently of
the other pairs, modifying only the velocity component in its propagation direction. We
will thus consider in the following a 1D model, with a pair of counterpropagating beams
in the +e, direction acting on the v, component of the atomic velocity.

In this 1D model, then, we consider a pair of beams incident on the atom. One
of them has wave vector k;, = ke,, and the second k. = —ke,, both with the same
detuning A = w — wy with respect to an atom at rest. However, since the z component

of the atom velocity is given by v,, the detuning seen by the atom will be corrected by
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Figure 6: Plot of the forces F. made by each counterpropagating beam in the directions
+7, and the total force represented by the sum of both. The force is normalized by the
maximum force Q3 hk /T, and the velocity is normalized by the velocity I'/k required to
shift the atomic resonance away from I'. The light detuning is A = —TI.

the Doppler effect: A, = A F kv,, with A, (resp. A’ ) the detuning with respect to the
beam propagating in e, (resp. —e,) direction. Each of the beams causes a force on the
atom, which we will indicate respectively by F, and F_. In order to consider the total
force acting on the atom as the sum of the individual forces, the saturation parameter
s must satisfy s < 1; indeed, in the opposite case where s = 1, the saturation of the
transition by one beam alters the absorption of photons from the opposite beam and vice
versa, since the atom spends less time in the ground state. Within the regime s < 1, we
obtain the expression for F, and F_ from the expression (141) for the radiation pressure

force:

Y T Q2T
24220 T T T R4 (AT R

. S hike. (153)

where we have used the relation, valid for s < 1,

s 20)?
§= —— .
1+s I'2 + 4A2

We see in Fig. 6 the plot of the total force acting on the atom, F = F, +F_| which

12

18 written as

16Q3T Ahk?
F=F, +F_=— 0 0 = e, . (154)
T2+ 4(A + kv,)"] [[2 4+ 4 (A = kv.)?]

Fig. 6 shows that the total force presents a linear behavior for low speed, as we
anticipated in Eq. (151). Obtaining the limit for low speeds from the expression above,

we have
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We see that (§ is a positive quantity for A < 0; that is, we need to have a negative
detuning in order to cool the atomic sample. In contrast, a positive detuning gives 3 < 0,
which creates a force in the same direction as the velocity, causing heating of the atomic
sample.

In the above expression, the friction coefficient increases with s; thus, increasing the
intensity of the beams ensures increasingly faster cooling. We must point out, however,
that the expression is valid only in the regime s < 1. To obtain an expression for 3 in the
regime s = 1, we would actually need to recalculate the atomic internal state subject to
light from both directions, and then recalculate the force from this state. We would find
that the coefficient 5 does not increase indefinitely with s, but rather reaches a maximum
and then begins to decrease. This occurs because increasing s causes the transition width
to widen, as shown by eq. (99). This means that the force becomes less sensitive to
variations in atomic velocity due to the Doppler shift, decreasing the cooling effect.

The dissipative force shown above is related to a typical temporal rate of cooling,
which we will call v,,,;. This rate can be simply obtained from the parameter g in the
case 3 > 0 as

Ymel = % . (157)

From this rate, we extract a characteristic time for the evolution of the atomic

velocity until reaching the final velocity, Timel = 1/%mel, OF

m T2+ 4A?

1
Ahk? sT|A| (158)

Tmel =

Let us calculate this time for typical parameters of an optical molasses applied to the
broad transition of a ®Sr atom (A = 460.82 nm, I' = 30.5 MHz), of mass 1.46.10~*° kg.
Let us take A = —I'/2 and sy = 0.1, so that 7, = 150 ps. This justifies the typical
experimental timescales that optimize the cooling of an optical molasses, of the order of
the millisecond or even smaller.

If we now turn to the 3D situation, with three pairs of counterpropagating beams,
we realize that in all directions we will have a similar force. If the intensity of the beams
in each direction of space is the same, we will have the same Rabi frequency €2g; and if
the detuning is the same, we will also have the same A, which guarantees the same (5 for

the three directions of space. In this regime, the total force for kv < A will be written



4.2 Optical molasses 34
as the sum of the total forces in each direction:

Foe = _6 (Ugcem + Vy€y + Uzez) = _BV ) (159)

as anticipated in the beginning of the section.

4.2.1. DOPPLER LIMIT OF OPTICAL COOLING

As stated previously, although the equilibrium velocity of the above force is v = 0,
an atomic cloud subjected to this force does not reach zero temperature (which would
be prohibited, in fact, by the Third Law of Thermodynamics). This occurs for two main
reasons: The first is because spontaneous emission, responsible for the re-emission of
absorbed photons, causes a force that is zero on average (since the direction of pho-
ton emission is random) but presents non-zero fluctuations. These fluctuations cause a
diffusion of the photon’s momentum in momentum space, which implies heating. The
balance between the heating effect caused by the fluctuation of the force and the cooling
effect obtained by the average force gives rise to an equilibrium temperature, the so-called

Doppler limit|3]

2A\ >
1+2DSO+ =
b T r
BL{D — 4 2’A‘ )
r

where D is the molasses dimension: 1 for a pair of counter-propagating beams, 2 for 2

(160)

mutually orthogonal counter-propagating pairs, and so on. In the low-saturation limit,

1+ 241°
hI’ r

kT =— 161
B4 D,sok1 4 2|A’ ( 6 )
r
This expression reaches a minimum value for A = —T"/2, which gives the minimum
temperature
hI'
Tomin = — - 162
D 2kp (162)

For the Dy line of Rb, the temperature limit is Tp min = 146 pK, while for the
460.82 nm transition of Sr, Tp min = 732 pK. A narrow transition can have an extremely
low Doppler limit; for example, the 689 nm transition of Sr with I' = 27 x 7.4 kHz has
D min = 178 nK.

It is important to say that, when the atom has a hyperfine structure, as is the case
with Rb and all other alkaline atoms, it is possible to cool it to temperatures much lower

than the Doppler limit, due to the so-called Sisyphus effect or polarization gradient
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cooling, which will not be discussed here (for those interested, consult 3] and [4]).
Another important limit is determined by the quantization of light. Indeed, the force
exerted on atoms presents a fundamental "granularity", since radiation pressure involves
the absorption or emission of quantized packets of momentum, the momentum of a single
photon Ap, = hk. This granularity establishes a minimum average kinetic energy of the

order of the recoil kinetic energy

h2k?
AL, = . 163
5 (163)
Equating this energy to kgT’, we obtain the recoil limit:
h2k?
= : 164
ka‘B ( )

This limit is generally very low, on the order of hundreds of nanoKelvins, and is
irrelevant for broad transitions. However, for narrow transitions, it is higher than the
Doppler limit. For example, for the 689 nm transition of Stronrium, 7, = 229 nK,
comparable to the Doppler temperature of 178 nK. This is expected, since the condition
(132), which determines whether the resonance is broad or narrow, turns out to be exactly
a comparison between the energy scales given by the Doppler and recoil temperatures
(within a factor of 2).

4.3. MAGNETO-OPTICAL TRAP

The optical molasses presented in the previous section is capable of cooling an atom,
but not trapping it, since the molasses force does not depend on position, but only on
velocity. We could try to take advantage of the typical intensity distribution of a Gaussian
laser beam in a scheme that guarantees a spatially confining force; however, it is possible
to show that in the presence of only light beams exerting radiation pressure, it is not
possible to create a confining potential in the three directions of space.

The solution frequently applied in cold atom experiments is to spatially modulate
atomic resonances through the application of a position-dependent magnetic field. The
presence of the magnetic field will alter the atomic resonances through the Zeeman effect,
and a clever combination of the magnetic field profile with the polarization of the light will
ensure a trapping potential, as we will see below. This type of trap is called a magneto-
optical trap (MOT), but do not be fooled by the name: the forces involved in its operation
are only due to radiation pressure. The magnetic field will act here by modulating the
atomic resonances, in order to create spatial confinement.

As we did to understand the molasses mechanism, we will initially make a 1D model
to understand how the magneto-optical trap works, and we will call z the spatial coordi-

nate; the center of the trap is determined by the position z = 0. In the region where the
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trapping occurs, there is a linear magnetic field, which is 0 at the center of the trap and

points in the direction e,:

B(z) =bze,, (165)

where b is the magnetic field gradient. The presence of this magnetic field causes a
modification of the energies of the atomic states by the Zeeman effect. Let us suppose
the simplest level structure for a dipolar allowed transition, from a nondegenerate level S
with m, = 0, to a level P with three different magnetic sublevels, m;, = —1, 0 and 1. The
level structure is shown in Fig. 5. We will call those excited levels |e_1), |eo) and |e;),
following their magnetic number. The Zeeman effect caused by a magnetic field in the z
direction makes a energy shift of the atomic level which is proportional to the magnetic

number,

Eny = pupgmy B . (166)

In the expression above, up = eh/(2m) is the Bohr magneton, and g is the Landé
factor. For the simple model of the Hydrogen atom, where we do not consider the spin
of the electron and of the nucleus, g, = 1; for the general case, gr is an dimensionless
number which is a function of the whole angular momentum F' of the atom.

Furthermore, since the magnetic field depends on the position, the energy of each
level will also depend on the position. As a consequence, the transitions o to the levels
with mj, = £1 will have a natural frequency wp +(2) shifted by the electric field. This

frequency that can be calculated from the expression (166) for the Zeeman effect:

woi(Z) :Ldo:l:,uBgFB(Z) :o.)o:i:,uBngZ . (167)

Figure 7: (a): Spatial dependence of atomic resonances in the presence of a positive
magnetic field gradient. (b): Photograph of a strontium atomic cloud trapped in a MOT,
re-emitting blue light at 460.82 nm that is continuously sent to the MOT for cooling and
trapping. The sample contains 5.107 atoms.

We shine a pair of counterpropagating laser beams on this atom in the presence of

a magnetic field, just as we did in the molasses case; to maintain the dissipative effect
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of the molasses, we will choose a detuning A = w — wy < 0. But now, it is necessary to
make the polarization of the beams explicit, since the resonance condition modified by
the Zeeman effect depends on it. In the case drawn in Fig. 7(a) with b > 0, the intelligent
choice of polarization consists of having both beams with positive helicity. This means
that the beam coming from the right, propagating in the +e, direction, has polarization
o, and will excite the excited state |e, ), while the counter-propagating beam in the —e,
direction has polarization o _ in the quantization direction +e,, and excites the transition
that leads to the state |e_). The radiation pressure force applied by each of these beams
will be greater as the atoms get closer to resonance with their transition; if we call z4 the
resonance position of the beams propagating respectively in the direction +e,, we can
write the condition for resonance for each one of the beams as w = wp 4 (2+), which gives

us, using eq. (167),

A
psgrb

2y =+ (168)

In Fig. (7)(a), we indicate the laser frequency in dotted lines, and we see that the
positions z; are determined graphically by the intersection of this dotted line with the
lines that identify the resonances wy . Since A < 0, we see that the beam propagating
in the direction +e, (coming from the right in Fig. (7)(a)) will be in resonance with the
transition it excites at a point z, < 0, and the opposite occurs with the beam propagating
from the left. This means that these beams will exert a restoring force, which tends to
bring the atom towards the center if it moves away to the edges.

Quantitatively, we can write the total force by adapting Eqs. (153) to include the
Zeeman effect in each of the forces F in the regime s < 1:

0T

F, =+ _hke. . (169)
['?+4(AF kv, F upgrb 2)

The total force becomes

1602T A
F=F, +F_=— 6 hk;(k:szruBngz) e
(T2 4+ 4 (A + kv + angeb2)"] [I7 + 4(A = kv, — pngrb =)’

(170)
For low velocities, we can again expand the expression above in first order, and we

get

F=—-fv,e, —kze, . (171)

The value of  is the same value given in eq. (156). Now, an additional restoring

term appears in the force, identical to an elastic force with elastic constant x given by
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pusgrbs' A

K= —8hkzw . (172)

Again, for A < 0, and assuming b > 0, k is positive, and the force is restoring,
deriving from a confining harmonic potential. We thus see that the magneto-optical trap
provides a force with two components: a dissipative component as the optical molasses,
and an effectively conservative component, derived from a potential. Both forces are
products of the radiation pressure of the counterpropagating beams. It is also important to
emphasize that the sign of k is a function of the helicity chosen for the counterpropagating
beams. If we chose the opposite helicity for the light, x would change sign and the force
would be anti-trapping, expelling the atoms from the center of the trap. On the other
hand, if we changed the sign of the magnetic field gradient b, we would also have to choose

the opposite helicity of the light to ensure a restoring force.

~—

Figure 8: Typical experimental setup for obtaining a 3D MOT: A pair of coils with the
same current flowing through them in opposite signs creates the quadrupole magnetic
field, and three pairs of counterpropagating beams create the radiation pressure force.
The helicity of each beam is indicated..

The extension of the above model to a 3D model is straightforward in the case of
s < 1. However, in general the k in each direction of space will be different. This is
because the magnetic field gradients in each direction of space, 0B,/dx, 0B,/dy, and
0B, /0z, cannot be equal, as they are linked through the Maxwelle equations:
0B 0B, 0B,

B 90 _ 1
VBt s =0, (173)

which prevents the magnitude of the three from being equal. A very common magnetic

field configuration used to obtain a MO'T is the configuration created with a pair of field

coils in an anti-Helmholtz arrangement. This arrangement corresponds to two identical
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coils, with the same axis (assumed to be in the z direction) and separated by a distance
D:; in each coil, we pass an electric current of the same magnitude and opposite direction;
a schematic of the configuration can be found in Fig. 8. This arrangement assures, near
the midpoint between the coils, at a distance of D/2 from the center of each of them, a

magnetic field in the form

BaH:b<—£em—gey—|—zez) . (174)
2 2

0B, 0B 0B,
In this case, 5 _Byy = —b/2 and 5, = b.

4.4. MAGNETO TRAPS

In the previous sections, we discussed cooling and trapping techniques that use
the radiation pressure force (Eq. 141) as one of their operating principles. This force
exhibits a dissipative character that culminates in a limit to the minimum temperature
achievable in these systems. Thus, to access even lower temperature regimes, on the order
of hundreds of nanokelvins, or to produce a gas in a well-defined equilibrium state, it is
necessary to use conservative traps. The first type of conservative trap capable of trapping
neutral atoms were magnetic traps, resulting from the interaction of the atomic magnetic
moment, g, and an external magnetic field B, given by eq. 166. Thus, if the magnitude
of the magnetic field B(R) depends on the position R, eq. (166) shows that the energy
of the atom will depend on the position. This energy appears here in fact as a magnetic

potential energy, a function of the position R:

Umag(R) = UBgrMp B(R) (175)

In the equation above, we have assumed that the quantization direction of the atom
is the same as the direction of the magnetic field. For moving atoms, the magnetic field
experienced by them has a direction that varies on time. If the rate of change of the
direction of the magnetic field is not very high, the direction of the magnetic moment will
follow adiabatically the direction of the magnetic field, and the above expression is valid.
On the contrary, if the atom traverses a region of low magnetic field, the energy separation
between the different magnetic sublevels is decreased, allowing for some mixing of the
levels as the magnetic field direction seen by the moving atom is changed; the adiabatic
condition is not anymore fulfilled, and there can be a leak to other magnetic states.

For an atom in an electronic sublevel with mp > 0, its energy increases with the
magnitude of the magnetic field B, so that the potential minimum occurs at the position
of the minimum value of B(R); for this reason, levels with mpr > 0 are called low field
seekers (LFS). Conversely, energy levels with mpg < 0 are called high field seekers. Tt is

possible to show from the laws of electromagnetism that it is not possible to obtain a
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local maximum of the magnetic field magnitude, a result known as Earnshaw’s theorem
[5]. However, it is possible to obtain a field with a local minimum, so that it is possible

to trap LF'S levels around a local minimum of the magnetic field.

4.4.1. QUADRUPOLAR MAGNETIC TRAP

The quadrupolar magnetic trap, produced by a pair of coils in an anti-Helmholtz
configuration (with currents in opposite directions) with a field given by eq. (174) is one of
the most common configurations in ultracold atom experiments, thanks to its simplicity,
large capture volume and high collision rate between the trapped atoms, essential for the
implementation of other cooling processes, such as evaporative cooling[6]. From eqs. (174)
and (175), the quadrupole trap potential can then be written as:

22 42
UQuad = itB gr Mp b Z+Z+22' (176)

The quadrupolar trap works very well for not so cold samples, but below a few
tens of microkelvins it faces a severe limitation. This is because the magnetic field is
zero exactly at the center of the trap, giving rise to non-adiabatic transitions to non-
magnetically trappable atomic states, resulting in losses called Majorana losses. It can be
shown that these losses occur in the vicinity of the region of zero magnetic field, called the
"Majorana hole"[7]. Some strategies exist to circumvent this problem: Applying purely
magnetic traps with a magnetic field different from zero at the bottom (Ioffe-Pritchard
trap, QUIC trap, other strategies for atom chips), applying an optical beam that creates
a repulsive potential at the center (plug trap), or transferring the atoms to a conservative

optical dipolar trap.

4.5. FAR-FROM-RESONANCE OPTICAL DIPOLAR TRAPS

The optical dipolar trap makes use of the dipolar force, resulting from the interaction
between the electric dipole moment induced in the atom and the electric field of a laser
beam with a frequency far from the atomic transition frequencies [2], such as to eliminate
the radiation pressure force. The potential resulting from this interaction for a laser beam
with intensity profile I(R) is given by eq. (145).

In the case of a focused Gaussian laser beam propagating along the e, axis, its

intensity profile can be written from the electric field given by eq. (125) and is written as:

2P 1 e P
IR)=I(p,Z) = 5 ———e " +(27)
Wo 1+(Z/Zr)

(177)

The optical potential is thus given by
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Figure 9: Different possible configurations for a 3-level system with 2 coupling light fields.

1 —2p2 1

e w§ 1+(Z/ZB:)27 (178)

U =Uy———
ODT 01+(Z/ZR)2

with Uy = 3nc’T' P/Awiw? the depth of the optical potential. It is easy to see that the
trapping potential of an optical trap acquires an attractive character if A < 0, that is,
for laser beams with frequencies towards the red of the atomic transitions, or repulsive if
A > 0 and frequencies towards the blue of the atomic transition.

For a light field of any shape, we can generate light potentials of very different shapes
also. In particular, uniform potentials, harmonic potentials, optical lattices, arrays of
optical tweezers, rings, and other exotic potentials can be created by shaping the wavefront

and intensity of the light beams sent to the atoms.

5. THREE ENERGY LEVELS CONNECTED BY DIPOLAR TRAN-
SITIONS

Let us turn again to the dynamics of the internal states of the atom. But let us
now include a third level, which will allow us to describe several new phenomena, such as:
light shift of atomic levels, two-photon transitions, Electromagnetic-Induced transparency,
dark states, ...

For a three-level system, three configurations are possible: The A\ configuration, the
V configuration and the ladder configuration, depending on how the incoming electric
fields will couple those levels; those are shown in Fig. 9.

We will focus here on two configurations: A and ladder. For both configurations,
light of Rabi frequency €215 couples level 1 to level 2, and {255 couples level 2 to level 3.

The levels 1 and 3 are considered stable or metastable, and do not decay.
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Figure 10: 3 level system in ladder configuration.

5.1. LADDER CONFIGURATION

In the ladder configuration, as shown in Fig. 10, the level 2 can decay to 1 with rate

I's;. The Hamiltonian is written

Hy = heony|2) (21+-hoy [3) (3[R cos(wiat) [[1)(2] + [2)(L]] 7 cos(wast) [12)(3] + 3)(2]] -
(179)
The frequencies w2 and wsy3 are just the frequencies of the light fields quasi-resonant
with the transitions |1) <+ |2) and |2) < |3), respectively, with Rabi frequencies €25 and

(293. For the ladder configuration, the energy difference betweel levels 2 and 3 is

AByy = h(w) — ) = hwly) . (180)

We can thus define the detunings from each transition A5 = wqs — wig) and Ayy =

Wag — wég) = Waz — (w§§? — wg)). We also define the total detuning for the two-photon
excitation 0 = Ay + Aoz = wiz + waz — Wg)-

The state of the atom is now written

V) = c1|1) + c2|2) + c3]3) . (181)

We apply the Schrodinger equation to the evolution of this state, and we get the

system of equations
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g = —i% (e“mt + e_“‘mt) Co — @'wg)c;:, (184)

We place ourselves in the rotating frame with the incoming light via

e 12l (185)

¢y = eilwnztente, (186)

/
Cy

When we replace the coherences by the coherences in the rotating frame in the
dynamical equations, and we make the RWA e®?wizt ~ (e#2iwiat) — () eH2i(wiztwn)t ~

(eFrilwitun)thy — (), we get the set of coupled equations

% — —i%c’

dt 2 2

dc Q Q

f = —igte il d — it (187)
dc. Q

5.1.1. LIGHT SHIFTS AND TWO-PHOTON TRANSITIONS

Let us examine the experimentally relevant case of high intermediate detuning,
|Aga| > [6], 12, Q03. In this case, the coefficient ¢, will evolve with a frequency much
higher than the others, and we can perform an adiabatic elimination of that level, finding
the stationary solution for this coefficient as a function of the others, and replacing this
stationary solution in the other dynamical equations. This procedure has already been
used before to obtain the light forces.

If we set % = 0, we obtain

ngcl —+ 9236/
A 188
Co 2A12 ( )

Q1o Qo3
A127 Ag2

intermediate high detuning, the intermediate level is never populated.

Since < 1, the coefficient ¢, will be always very small. In the regime of

The other dynamical equations become
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dt in, T\0TaA, )@ (189)

We can cast the equations above just like the equations for the Rabi flipping of the

first part of these notes:

AFE hket
nd () = - 2 ), (190)
dt \ ¢, W%t ABEy—hs) \d

The energy shifts and effective Rabi frequency are given by

hQ?
AE, = 12 . 191
hQ2
AFE, = -—23. 192
QIQQQ3
Qg = ———— . 1
eff 2A12 ( 93)

The energy shifts represent the optical potentials created by the light fields. In this
context, we see them as light shifts of the resonances.

The effective Rabi frequency describes the effective coupling between the two levels.
We see that thetwo light fields can effectively couple the two levels without ever populating
the intermediate one. We call it a two-photon transition. It depends non-linearly in
the intensities of both incoming fields, since the Rabi frequency is proportional to the
product of the individual Rabi Frequencies. In order to resonantly excite the upper level,

we must fulfill now the resonance condition

h h

(0 , AE3 AE1) _0 (194)

§ = wig + woz — <W13 +

5.2. LAMBDA CONFIGURATION

For lambda configuration, as shown in Fig. 11 most of the calculation follows similar
lines. The Hamiltonian is the same as in Eq. (179), but now the frequency w?; is equal
to wl; = WY — wég). Accordingly,t he detuning to reach resonance from state |1) to state
|3) is given by 6 = Ajs — Ags. Now, to put ourselves in the rotating frame, we do the

transformation
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Figure 11: 3 level system in lambda configuration.

w1t

¢y = e“1%ey (195)
dy = eilwzmwn)te, (196)

and we end up with the same equations of motion in the RWA as given by Eqs. (187),

with the new definitions for ¢; and 4.

5.2.1. COHERENT RAMAN TRANSITIONS

By imposing |Ajz| > |J], Q12, Q23, we perform the adiabatic approximation just as
it has been done before, and we deduce the condition for a two-photon transition between
two low-energy levels via an intermediate upper level. In this context, this transition is
called a coherent Raman transition (which can differ from the definition of Raman

transition used by the solid state community).

5.2.2. DARK STATES AND STIRAP

Now, let us face the dynamics of the levels without considering that Ajs is large.
First, let us put ourselves in the condition § = 0, and consider the following linear

combination of levels:

( . 912 ’1> + 9236_”13t ’3>

g —
9= T o,

‘g > _ Qgg |1> — ngeiiwmt |3>
\ Vi, + Q3

The state of the system is written on this new basis as

(197)

V) = c1|1) + 2|2) + c33)
= c1]1) + che T 22) + e 3) (198)
= ci|g4) + c_|g-) + che T2 2).

Replacing the definitions of |g,) and |g_) to the equations, we get
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gy + Qe

VO, + 03 (199)

, Qo ey — Qg e

C3 —
vV + Q3

&1

Inverting those, we get

_ Qi cp + Qazcs

C+ )
VO, + Q3 (200)

Qozcr — Qo cs
V%, + Q3

In this new basis, the dynamics equations become

C_ =

)\ C+ 0 \/ Q%Q + Q%S 0 C+
ZE Co| = |/ 9%2 + Q%g _AIQ 0 Co (201)
c_ 0 0 0] |c-

We see that the linear combination |g_) is a level not coupled to the excited state.
Up to now, we have not included decay rates, but if we include it, the excited state can
decay to the levels |g,) and |g_) - after some cycles, the atomic state ends up in the level
|g—) and it will stay there forever. This level is called a dark state of the atom.

There are simple limits in which the dark level assume a simple shape: If 215 > (93,

— 1),
o) = 1) o0
jg-) = et [3)
In the opposite limit of {255 > (245,
— e~ watt |3)
9:) 3 .

lg-) = 1) .

This allows the effect known as the Stimulated Raman Adiabatic Passage
(STIRAP). If we first turn on the light resonant with the transition |2) — |3) (thus
increasing {93 from zero while keeping (215 at zero), and then slowly turning on 215 whiel
turning off (253, we go from (o3 > Q15 to Q15 > Qs3. We will thus transform slowly the
eigenstate |g_) of the system from |1) to |3) efficiently (probability 1 in the limit of slow
passage), without ever populating |2). We can even keep the coherence of a superposition

in this way, since there is no spontaneous emission involved.

5.2.3. ELECTROMAGNETIC INDUCED TRANSPARENCY (EIT)

For both beams close to resonance, and in the regime {293 > €15, we enter the

regime of Electromagnetic Induced Transparency (EIT). We will call {293 = €., the Rabi
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frequency of the coupling beam, and €25 = €2,,, the Rabi frequency of the probe beam.

The coupling beam is responsible for making the |1) state to be a dark state, which
means that if the resonance condition 6 = 0 is satisfied, the probe light cannot couple
|1) to the excited state |2), and the light will pass by the atomic sample without being
absorbed. This phenomena is called the Electromagnetic Induced transparency
(EIT): the sample is made transparent by the control beam.

In order to derive the width of the transparency window, one needs to solve the
dynamics for the general case of § not necessarily equal to zero. Then, one can show that
in the regime I';p > Q. > Q,,, where I';5 is the decay rate from level |2) to level |1), the

transparency window is of width €2, as shown in Fig. (12).

| S D W

Figure 12: EIT transmission spectrum for I'ys > Q. > Q, and Ags = 0.

The EIT effect has several interesting applications. First, the transparency window
has its width controllable, with applications for metrology and sensing. Also, close to
the transparency window, the absorption varies fast. This means that the real part of
the electric susceptibility also varies fast, and one can expect very small group velocities
for light. The impressive record of 8 m/s was achieved for a light pulse around the

transparency window of EIT [§].
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